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3 Psychological research and theories on preferential 
choice
Jerome R. Busemeyer and Jörg Rieskamp1

Understanding human preferential choice behavior is challenging because humans 
change their preferences across time and contexts. This chapter summarizes the basic 
behavioral findings from research on human preferential choice and reviews the psycho-
logical theories that have been proposed to account for the puzzling findings. The main 
theme that we attempt to convey to the reader is that a coherent view of an individual’s 
underlying beliefs and values can only be recovered by carefully modeling the dynamic 
nature of the choice process through which these beliefs and values operate to produce 
observed behavior.

When examining people’s choice behavior it becomes apparent that it varies sub-
stantially. For instance, Hey (2001) conducted a study in which 53 people repeatedly 
choose between pairs of simple gambles in five different sessions. In every session the 
same set of 100 pairs was presented. When assuming stable and deterministic prefer-
ences all people should have made identical choices in every session. However, it turned 
out that no single person always made the same choices across all five sessions. Instead, 
on average participants changed their preferences for 10 percent of pairs between two 
consecutive sessions; for on average 23 percent of the pairs they did not make identical 
choices in all five sessions. The seminal work by Mosteller and Nogee (1951) discovered 
early on that people’s choice behavior varies and has a probabilistic character. More 
surprisingly, its consequences for theory- building are still not fully acknowledged. 
Axiomatic approaches to human choice behavior imply deterministic behavior and do 
not contain an error theory that could explain people’s inconsistencies. The undeni-
able variability in people’s behavior is often implicitly acknowledged by assuming that 
people’s inconsistencies can be explained by unsystematic errors or ‘white noise’. This 
implies that people’s behavior varies around the theories’ deterministic predictions. 
However, when people’s inconsistencies are systematic such forms of ‘tremble error’ 
theories (Loomes et al., 2002) are not sufficient to explain human behavior. Moreover, 
without an explicit error theory it appears almost impossible to separate unsystematic 
from systematic inconsistencies and to unravel the mechanisms that underlie the sys-
tematic inconsistencies.

In this chapter we describe the two standard approaches to explaining the probabilistic 
character of choice behavior represented by fixed and random utility models. Second, 
we summarize the key empirical findings violating essential principles of utility theories. 
Next we present psychological models of choice behavior that have been suggested to 
explain some of the observed behavioral regularities. We start with static choice models 
followed by dynamic models that describe how people’s preferences evolve over time. 
Then we summarize some additional and new directions, and finally we conclude by 
briefly comparing the different approaches and models against each other.
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1 CLASSIC PROBABILISTIC UTILITY MODELS

Before delving into the behavioral research on preferential choice, it is useful to first 
spell out two classic utility theory approaches: fixed versus random utility models. These 
theories served as a primary guide for past research on preferential choice by implying 
specific choice principles that were tested empirically. These empirical tests revealed the 
inadequacies of the theories in describing people’s behavior and let to the development 
of more descriptive and cognitively driven models. In the following we will describe and 
define these models using the notation and terms employed earlier in Rieskamp et al. 
(2006).

Assume that there exists a complete set of choice options X 5 {A1, . . . , An} under 
consideration. The person may be presented with a subset Y 5 {B1, . . . , Bm} 8 X, m#n 
of this complete set. The probability that an individual chooses option Bi from the set Y 
is denoted p(Bi|Y), with the constraint p(Bi|Y)$0 and S i[Y p(Bi|Y) 5 1.0. Note that psy-
chological models normally assume that an individual’s behavior is probabilistic, and so 
the theory needs to be defined with the probabilities at an individual (pooled across rep-
lications within an individual) rather than an aggregate level (pooled across individuals).

1.1 Fixed Utility Approach

According to the fixed utility model, a real value u(Ai) can be assigned to each option Ai 
P X that remains fixed across choice sets Y. When presented with the subset Y, the prob-
ability of choosing option Bi equals:

 p(Bi|Y) 5 f (u(Bi), u(B1), . . . ,u(Bi- 1),u(Bi11), . . . u(Bm))  (3.1)

where the function f is a strictly increasing function of the first coordinate, u(Bi), and a 
strictly decreasing function of each of the remaining coordinates (and the remaining can 
be permuted without changing the predictions). For example, according to a Luce (1959) 
ratio of strength model:

 p(Bi|Y) 5 exp( u(Bi)) / S i[Y exp( u(Bj)).  (3.2)

A key idea of this class of models is that choice is inherently probabilistic and fundamen-
tally unpredictable. Even with fixed utilities, a person’s choice on each occasion remains 
probabilistic. The main simplifying assumption of this model is that the utilities assigned 
to the choice options do not depend on the choice set Y. In other words, utilities are 
context independent, also called simple scalable (Luce and Suppes, 1965). This context 
independence property produces a shortcoming of this class of models. Of course this 
property can be relaxed, but how to do this in a coherent and parsimonious manner is 
quite challenging.

1.2 Random Utility Approach

According to random utility models, on any choice occasion, the person samples an 
evaluation point w from a sample space W that determines the n real valued utilities U(w) 
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5 [U1(w), . . . ,Un(w)]. This sampling process produces n random variables Ui , i 5 1, . . . , 
n that determine an n dimensional random utility distribution function denoted by FX 
5 Pr[U1 # u1, . . . , Un # un]; when presented with a choice set Y, the person chooses the 
option that has the maximum randomly sampled value, max {U(B1), . . . ,U(Bm)}. The 
choice probabilities for the set Y is based on the marginal m dimensional distribution FY, 
which is obtained by integrating FX over the values of the options in X that are not pre-
sented in Y. The probability that option Bi is chosen from the presented set Y equals the 
probability that the randomly sampled value for the random variable Ui is the maximum:

 p(Bi|Y) 5 Pr[ Ui 5 max{Uj, Uj [ Y}].  (3.3)

For example, the Thurstone (1959) model assumes that the distribution function for the 
random utility vector U 5 [U1, . . . , Un] is multivariate normal.2 The key idea behind this 
class of models is that once the evaluation point w is selected by the person, then choice 
becomes deterministic. Behavior is only probabilistic because we do not know the point 
w used to evaluate the options; we only know the probabilities of sampling these points. 
The main assumption of this class of models is that the same n dimensional distribu-
tion function FX is used for all choice sets Y. In other words, the distribution function 
is context independent. This context independence turns out to produce shortcomings 
for explaining certain choice phenomena with this class of models. This property can 
be relaxed, but how to do this in a coherent and parsimonious manner presents a major 
challenge.

1.3 Comparison of the Two Utility Approaches

The ideas motivating these two approaches are fundamentally different: Fixed utility 
models imply that choice is fundamentally indeterminstic. In contrast, random utility 
models imply that choice is completely deterministic. Despite these conceptual dif-
ferences, it is often difficult to empirically discriminate these ideas. For example, the 
Luce (1959) model can be mathematically derived from a random utility model with 
an identical and independently extreme value distributed error (Yellot, 1977). More 
general extreme value random utility models form the basis of many economic choice 
models (McFadden, 1981), and they are also very popular among marketing researchers 
(Louviere et al., 2000). In sum, fixed and random utility models represent the predomi-
nant approach (in particular, in economics) of predicting human choice behavior. Both 
approaches should be evaluated empirically by the major behavior findings.

2 BASIC CHOICE BEHAVIOR FINDINGS

This section reviews the basic empirical findings from preferential choice that have accu-
mulated across the last 50 or so years from behavioral economics, consumer research and 
psychology. As mentioned earlier, much of this research was targeted at basic properties 
implied by the two classic probabilistic utility approaches described above. The research 
examines whether human choice behavior obeys basic properties such as transitivity, 
independence, regularity, and stationarity.
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2.1 Transitivity

One of the most basic properties of choice to examine empirically is transitivity. If a 
person prefers Beethoven to Mozart and Mozart to Chopin, then transitivity implies that 
the person will also prefer Beethoven to Chopin. It appears unreasonable to violate this 
principle repeatedly.

In general, the transitivity property is considered to be one of the main axioms of 
rational choice. Formally, transitivity is defined by a mathematical relation called a 
‘preference’ denoted f so that Bi f Bj means that option Bi is preferred or indifferent to 
option Bj. Transitive preferences must satisfy Bi f Bj ` Bj f Bk S Bi f Bk for all i,j,k 
in X. This is required by deterministic utility models in order to postulate a real valued 
utility function for ordering preference, u: X S Reals.

Transitivity is often justified as an axiom of choice behavior by arguing that viola-
tions of this axiom permit a person to be turned into a money pump. If a person prefers 
B to C then the person should be willing to pay money to exchange C for B; likewise if 
the person prefers A to B then the person should be willing to pay money to exchange B 
for A; finally if the person also prefers C to A then the person should be willing to pay 
to exchange A for C, thus returning to their original position, but after losing money 
on three exchanges. However, it is unlikely that these intransitive preferences could be 
exploited by building a money pump (compare, Chu and Chu, 1990). Instead, people 
will presumably notice their intransitive cycles at some point, making the money pump 
a ‘bogeyman’ that only demonstrates in principle the irrationality of intransitive choices 
but one that would never be observed (Lopes, 1996).

The concept of transitivity is difficult to apply to probabilistic choice behavior because 
it is difficult to define the preference relation f when choices are inconsistent. One way 
is to define Bi f Bj « p(Bi|{Bi,Bj}) $ .50 (Luce, 2000). This immediately leads to a defini-
tion of weak stochastic transitivity:

 p(Bi|{Bi,Bj}) $ .50 , p(Bj|{Bj,Bk}) $ .50 S p(Bi|{Bi,Bk}) $ .50  (3.4)

for all i,j,k in X.
The fixed utility class of models must satisfy weak stochastic transitivity, and more-

over, this class must also satisfy a stronger version called strong stochastic transitivity:

 p(Bi|{Bi,Bj}) $ .50 , p(Bj|{Bj,Bk}) $ .50 S p(Bi|{Bi,Bk}) 5 

 max{ p(Bi|{Bi,Bj}), p(Bj|{Bj,Bk}) } (3.5)

for all i,j,k in X. This follows from the fact that p(Bi|{Bi,Bj}) $ .50S u(Bi) $ u(Bj) and 
p(Bj|{Bj,Bk}) $ .50S u(Bj) $ u(Bk) and together this implies u(Bi) $ u(Bk), so that 
p(Bi|{Bi,Bk}) $ p(Bj|{Bj,Bk}) and p(Bi|{Bi,Bk}) $ p(Bi|{Bi,Bj}).

The random utility class of models does not need to satisfy weak stochastic transitiv-
ity. The decision- maker can be transitive from each point of view w, but averaging across 
these different preference orders produced by different points of view can violate weak 
stochastic transitivity (Regenwetter et al., 2011). For instance, suppose that across differ-
ent occasions, a person experiences the following three transitive preference orders: (B1
s B2 s B3), (B2 s B3 s B1), (B3 s B1 s B2) where A s B indicates strict preference. If 
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we assume that these preferences occur equally often, then we observe that p(B1|{B1,B2}) 
5 2/3, p(B2|{B2,B3}) 5 2/3, but p(B1|{B1,B3}) 5 1/3, violating weak stochastic transitivity, 
which is called the ‘Condorcet paradox’.

Although random utility models do not need to satisfy weak stochastic transitivity 
they need to satisfy another transitivity property called the triangular inequality for 
binary choices (Becker et al., 1963), if we assume no indifference, p(Ui 5 Uj) 5 0:

 p(Bi|{Bi,Bj}) 1 p(Bj|{Bj,Bk}) − p(Bi|{Bi,Bk}) # 1.  (3.6)

This can be shown as follows. For brevity, define p(xyz) as the probability for the strict 
transitive order x s y s z. Then p(x|{x,y})1p(y|{y,z}) −  p(x|{x,z}) # 1 S p(z|{x,z}) 
# p(z|{y,z}) 1 p(y|{x,y}) S p(zxy) 1 p(zyx) 1 p(yzx) # p(zyx) 1 p(zxy) 1 p(xzy) 1 
p(yxz) 1 p(yzx) 1 p(zyx).

Given the importance of the transitivity property, one would expect a firm resolution 
with regard to its empirical status. Beginning with May (1954), a long series of inves-
tigations has appeared reporting violations of transitivity (see review by Rieskamp et 
al, 2006). Many of these studies were designed to replicate the well- known experiment 
by Tversky (1969), who reported violations of weak stochastic transitivity. Recently, 
however, the results regarding transitivity have been called into question because of 
inadequate methods for statistically testing this property (Iverson and Falmagne, 1985; 
Regenwetter et al., 2011). In response, several new statistical methods have been devel-
oped for testing transitivity, and these new results send a more mixed message. Tsai and 
Böckenholt (2006) used a random utility mixture model to compare a parametric for-
mulation of an intransitive model versus a more constrained transitive model, and they 
found that chi- square difference tests rejected the constrained transitive model in favor 
of the more general intransitive model. Regenwetter et al. (2011) developed nonpara-
metric statistical tests of the triangular inequality and found that most participants did 
not produce statistically significant violations. Birnbaum and Schmidt (2008) developed 
statistical models for choice patterns based on true preferences plus response errors, and 
they found that most participants produced patterns consistent with a model of transi-
tive true preferences plus response error. In sum, in spite of the large body of research 
it appears unclear whether people violate weak stochastic transitivity. Recent evidence 
using adequate statistic tests shows that these violations appear to be the exception 
rather than the rule.

More systematic, reliable, and robust evidence has been found for violations of strong 
stochastic transitivity (Mellers and Biagini, 1994; Rumelhart and Greeno, 1971; Tversky 
and Russo, 1969). The psychological reason for the violations of strong stochastic tran-
sitivity is the following: when a person is faced with choices between multidimensional 
options, the context produced by a pair of options is used to single out some dimensions 
for making comparisons while ignoring other dimensions. For example, one pair of 
options A and B might differ largely in a tradeoff among the quality features but seem 
similar in price – for this pair the person may tend to ignore the price difference and 
focus more on the quality features. In another example comparing B and C again the 
price difference appears negligible after giving the quality dimension more attention. 
However, when comparing A and C the difference in price might become substantial, so 
that the person may tend to refocus more heavily on price for the comparison. Thus the 
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dimensions used to make the comparison change across choice pairs and this change in 
the basis for comparison results in violations of strong stochastic transitivity.

2.2 Independence

The next most basic property of choice to be examined empirically is independence, 
which is concerned with invariance of a preference relation between two options with 
changes in the choice set that contains these options. More formally suppose Y # X and 
also Z # X; then independence states (Tversky, 1972b)

 p(Bi|{Bi, Bj}<Y) $ p(Bj|{Bi, Bj}<Y) 4 p(Bi|{Bi, Bj}<Z) $ p(Bj|{Bi, Bj}<Z).  (3.7)

This property is also required by fixed utility theories: p(Bi|{Bi, Bj}<Y) $ p(Bj|{Bi, 
Bj}<Y) S u(Bi) $ u(Bj) S p(Bi|{Bi, Bj}<Z) $ p(Bj|{Bi, Bj}<Z). However, this property 
is not required by the general random utility model (although the standard multinomial 
logit random utility model with statistically independent utilities satisfies this property). 
The independence property directly reflects the context independence property under-
lying the fixed utility model. There are different ways as to how this principle can be 
systematically violated in empirical studies. One very prominent way is the so- called 
‘similarity effect’ and another is the more recently documented ‘compromise effect’.

The ‘similarity effect’ was initially examined by Tversky (1972a). The essential idea 
is to examine the preferences for options, say A versus B, with or without the context 
of another option A*. Options A and B are designed to be qualitatively different or 
 dissimilar – for example option A could be high in quality and price whereas option B is 
low in quality and price. Option A* is designed to be very similar and competitive with 
option A, for example it could also be high in quality and price but just a bit worse in 
quality but therefore a bit cheaper. It has been empirically found that in binary choice it 
can be that A is preferred to B, p(A|{A,B}) $ p(B|{A,B}), but when option A* is included 
into the choice set then A* competes with A but not so much with B, so that p(A|{A,B,C}) 
#p(B|{A,B,C}). These findings were later extended by Tversky and Sattath (1979). In the 
transportation literature the similarity effect is often explained by the red- bus blue- bus 
example, where the decision- maker chooses between different transportation options, 
such as a car and a red bus. When another (blue) bus is added to the choice set that only 
differs in color with the red bus it harms the choice share of the red bus but not of the 
car (Train, 2003).

The ‘compromise effect’ was initially examined by Simonson (1989). Again, the 
essential idea is to examine the preferences for options, say B versus C with or without 
the context of another option A. In this case, option C is designed to be a compromise 
between the two other options A and B, and the latter are designed to have extreme 
tradeoffs on two different dimensions. For example, option A may be very high in 
quality and price whereas option B is very low in quality and price, and option C is mod-
erate in quality and price. In the context of a choice between B and C, option C does not 
appear as any kind of compromise – option B is simply lower than C in quality and price; 
but if another extreme option A is included in the choice set, then option C emerges as 
a compromise that lies between the two extremes of A and B. The main finding is that 
when comparing options B and C one finds p(B|{B,C}) $ .50; but when option A is 
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included into the choice set then the compromise becomes favored so that p(C|{A,B,C}) 
$ p(B|{A,B,C}). This work has been replicated and extended in many subsequent studies 
(see review by Kivetz et al., 2004).

2.3 Regularity

Another very basic property of choice to be examined empirically is regularity, which 
asserts that the addition of an option to a choice set should never increase the probability 
of selecting an option from the original set. More formally, suppose Z ( Y 8 X presented 
for choice. Then regularity states

 p(Bi | Bi , Z) $ p(Bi | Bi , Y).  (3.8)

This property holds for random utility theories since it is less likely that Bi has the 
highest utility in a larger set, Y, than in a smaller set, Z, because p(Bi |Z) 5 Pr[U(Bi) 5 
max{U(Bj), Bj P Z}] $ Pr[U(Bi) 5 max{U(Bj), BjPZ}] 3 Pr[U(Bi) 5 max{U(Bk), Bk P 
Y− Z }| U(Bi) 5 max{U(Bj), BjPZ}] 5 p(Bi |Y).

Violations of regularity were first found by Huber et al. (1982), which are called asym-
metric dominance effects and/or attraction effects. The essential idea here is to examine 
the preferences for options, say A versus B with or without the context of another defi-
cient option D. Like the ‘similarity effect,’ options A and B are designed to be qualita-
tively different or dissimilar – for example option A could be high on quality and price 
whereas option B is low in quality and price. Also like the ‘similarity effect’, option D 
is designed to be very similar to option A; but the key difference needed to produce an 
attraction effect is to make D deficient or defective as compared to option A, for example 
D is of slightly lower quality but the same price as A so that D is dominated by A. In this 
situation, D is rarely chosen, but including D to the choice set increases the probability of 
choosing option A so that p(A|{A,B}) # p(A|{A,B,D}). The same result can be obtained 
even when D is not necessarily dominated by A but just much less attractive as compared 
with A (Huber and Puto, 1983). These findings have been replicated in many studies 
(Wedell, 1991). (For review see Heath and Chatterjee, 1995.)

2.4 Stationarity

All choices take time, and the time taken to make a decision can change the choice that 
is finally made. For example, suppose you wake one morning to find two emails, each 
of which is an invitation to present a keynote speech at an attractive venue, but unfor-
tunately on the same day. Choosing between these mutually exclusive offers may take 
substantial time to think through the advantages and disadvantages, and deadlines for 
making the decision could affect the final decision by preventing you from thinking 
through all the consequences.

If choice probabilities do not change as a function of deliberation time (excluding 
time to read the choices), then they are stationary. Define the probability of choosing an 
option A from a set Y ( X conditioned on deliberating for a period of time t as pt(A|Y). 
Stationarity states that pt(A|Y) 5 p(A|Y) for t .t0 where t0 is time necessary to read 
the choice options. Fixed and random utility models are static models that provide no 
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mechanisms for predicting the effects of decision time on choice probability. This over-
simplification becomes a problem for these theories when stationarity is violated. On the 
one hand, one could argue that fixed and random utility models only apply for choices 
without time constraints, assuming that the probabilities converge to some asymptote 
pt(A|Y) S p

`
(A|Y). On the other hand, even when there is no explicit deadline, there is a 

cost for taking time to deliberate that puts time pressure on the decision- maker.
The effects of decision time on choice probability are now well established by several 

different lines of experimental research (Svenson and Maule, 1993). Consumer choices 
systematically reverse under time pressure (Svenson and Edland, 1987). Choices between 
uncertain actions systematically change as a function of deliberation time (Busemeyer, 
1985) and even reverse under time pressure (Diederich, 2003). Compromise and attrac-
tion effects become even larger when decision- makers are encouraged to deliberate 
longer (Dhar et al., 2000; Pettibone, 2012). Decision- makers also tend to switch strate-
gies for making decisions when pressed for time (Ben Zur and Bresnitz, 1981; Rieskamp 
and Hoffrage, 2008).

Time is an important factor in choice behavior because information about the choice 
options must be accumulated across time, and the type of information ultimately enter-
ing the choice process depends on how much time is allocated to making the decision 
(Wallsten and Barton, 1982). Under short time constraints, the decision- maker may 
have time only to focus on the most important dimension and ignore a number of other 
relevant aspects of the decision problem. When given more time to process all of the 
dimensions, the initial preference established by the first dimension can be overcome by 
competing information accumulated on many other relevant dimensions. Alternatively 
decision strategies could change from optimal to heuristic under time pressure (Payne et 
al., 1993).

Clearly, decision time plays a major role in emergency types of decisions, such as 
medical or military decisions (Janis and Mann, 1977). However, decision time also 
plays an important role in day- to day economic choices by consumers because of the 
well- known tradeoff between effort and accuracy when choosing strategies for decision- 
making (Payne et al., 1993). Time has a cost and consumers are often unwilling to spend 
a large amount of costly time to make decisions (Wright, 1972).

There is another way to think about stationarity, one that concerns changes in the 
choice probabilities caused by learning from experience across a sequence of repeated 
decisions. There is now a large experimental literature on experienced- based choice 
(compare, Hertwig and Erev, 2009), and a growing theoretical effort to develop inte-
grated models of learning and decision- making (Erev and Barron, 2005; Gonzalez and 
Dutt, 2011). However, the topic of learning goes beyond the intended range of this 
chapter.

2.5 Conclusions from Behavioral Findings

The overview of some of the main findings on human choice behavior illustrates that 
people often do not adhere to simple principles such as strong stochastic transitivity, 
independence, regularity and stationarity. People’s preferences and choice behavior 
change as a function of the choice context as well as the amount of time taken to process 
the information for making a decision. However, standard fixed and random utility 

M3456 HESS BATCH1.indd   56M3456 HESS BATCH1.indd   56 06/06/2014   15:0506/06/2014   15:05



Psychological research and theories on preferential choice   57

models are insufficiently sensitive to context or time pressure to capture these system-
atic changes in preference behavior. For instance, fixed utility theories assign values to 
options that are independent of the choice set, and random utility theories do not have 
any mechanism to explain the impact of available time on decision- making. Of course, 
one can change utilities in an ad hoc way for every context to fit these effects post hoc. 
For instance, the utility function could be defined to include a context effect term (for 
example, include an extra utility term for a compromise option), and different random 
utilities could be assumed for different deliberation times (for example, change the means 
for each time period). But these ad hoc fixes do not provide a scientific explanation that 
allows for a priori predictions in new contexts and time constraints. Psychological choice 
models, which are described next, tend to be more complex than the basic fixed and 
random utility models. They are designed to provide mechanisms to account for either 
context effects, or time pressure effects, or both.

3 STATIC PSYCHOLOGICAL MODELS

3.1 Thurstone Model

One of the earliest choice theories was put forth by Thurstone (1927). The theory was 
extended by Thurstone (1959) and later by Bock and Jones (1968). See Böckenholt 
(2006) for a recent review of the developments of this theory. Thurstone’s theory is a 
random utility type of model for choice that assumes a multivariate normal distribu-
tion for the random utility vector U~Normal(m,S), where m is the mean and S is the 
variance–covariance matrix for the vector of random utilities U. This model is closely 
related to the probit model used in economics and marketing (Hausman and Wise, 1978). 
Parsimonious representations of the variance- covariance matrix S are obtained by for-
mulating specific covariance structure models (Takane, 1987).

Being a random utility model, the Thurstone theory must satisfy the triangle inequal-
ity principle as well as the principle of regularity presented earlier. Furthermore, because 
it assumes a multivariate normal distribution, it also must satisfy weak stochastic transi-
tivity, but it can violate strong stochastic transitivity (Halff, 1976).

When used in conjunction with multidimensional scaling methods, Thurstone’s theory 
provides an effective way to model similarity effects that produce violations of independ-
ence and strong stochastic transitivity (Carrol and DeSoute, 1991). In one version of this 
model (called the wandering ideal point (WIP) model) each choice object is represented 
as a fixed point lying within a multidimensional attribute space. Each person has an 
ideal point, which also lies within this same attribute space, but this ideal point randomly 
changes (wanders) across replications according to a multivariate normal distribution. 
On any trial, the choice option having the shortest distance to the sample ideal point is 
chosen. Multidimensional scaling based on similarity judgments can be used to identify 
the dimension of the attribute space as well as the coordinates of the choice objects. The 
similarity relations between the choice objects can then be used to account for violations 
of independence and strong stochastic transitivity.

Thurstone’s theory does not provide any mechanisms for explaining attraction 
effects and compromise effects. In particular, being a random utility model, it must 
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satisfy  regularity. Another deficiency is that Thurstone’s theory is a static model, and 
so it cannot explain changes in choice probability as a function of deliberation time. 
However, below we will describe ways that the model can be reformulated as a diffusion 
model that allows the mean and covariance to change across time.

3.2 Elimination by Aspects Model

One of the earliest formalizations of heuristic choice is Tversky’s (1972a) elimination by 
aspects theory (EBA). This theory was built on earlier ideas presented by Restle (1961) in 
which each option is described by a set of aspects (or properties) and choice is based on 
the selection of aspects. The basic idea is that the when presented with a choice set Y # 
X, the person samples an aspect with a probability equal to its weight or importance, and 
then eliminates any option that does not contain this aspect. This elimination process 
continues until only one option remains, which is then chosen. This heuristic process 
leads to the following formulation for choice probability. Define Z as the power set of 
X; that is, the set of all subsets of X. Define Zj [ Z as one of the nonempty subsets of Z, 
which is assigned a weight u(Zj) > 0. Then the probability of choosing option Bi [ Y # 
X equals

 p(Bi | Y) 5 S u(Zj) · p(Bi | Zj) / S u(Zj), (3.9)

where each sum extends across all Zj # Y that are strictly contained in Y, and it is 
assumed that the denominator is greater than zero.

Tversky (1972b) proved that the EBA satisfies weak stochastic transitivity, and he also 
proved that EBA can be re- expressed as a random utility model, so that it also satisfies 
regularity and the triangle inequality. However, the EBA model does not satisfy strong 
stochastic transitivity, and it also violates independence.

In fact, the EBA model was originally designed to provide an elegant explanation 
of similarity effects on choice (Tversky, 1972a), but it cannot explain attraction and 
compromise effects. Mathematically, the EBA model is a Markov process (see Tversky, 
1972b), and from this process one can derive choice response times (Busemeyer et al., 
1988). However, the EBA model has not yet been used to explain changes in choice prob-
ability as a function of deliberation time.

3.3 Context Dependent Preference Model

After the discovery of attraction and compromise effects, Tversky and Simonson (1993) 
proposed the contextual dependent preference (CDP) model to account for these two 
new effects.3 This model assigns different values to an option depending on the other 
choice options in the choice set. The value of an option A presented in context of choice 
set Y is defined as

 V(A|Y) 5 Sk bk·v(Ak) 1 q SZ[Y R(A,Z),  (3.10)

where the index k refers to the k- th attribute. The first term on the right, Sk bk·v(Ak), is 
a standard weighted sum of values for option A across the k attributes. This is a context 
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free contribution assigned to option A. In the second term, R(A,Z) is the relative advan-
tage of option A over option Z, which is defined as

 R(A,Z) 5
a

k
advk (A,Z)

a
k
advk (A,Z) 1 a

k
disk (A,Z)

  (3.11)

with advk(A,Z) 5 v(Ak) – v(Zk) if the advantage is positive (otherwise the advantage is 
zero), and disk(A,Z ) 5 d[(v(Zk) – v(Ak)] if the disadvantage is positive (otherwise the 
disadvantage is zero). The function d[x] is assumed to be a convex function that reflects 
loss aversion, and q is a constant that moderates the contextual effect. This contextual 
model provides a straightforward account of attraction and compromise effects based 
on the concept of loss aversion. Surprisingly, this same loss aversion principle prevents 
it from accounting for similarity effects (see Roe et al., 2001; Rieskamp et al., 2006, app. 
A). Furthermore, being a static model, it cannot explain the empirical fact that these 
effects grow larger with longer deliberation times. In fact, when fit to choices exhibiting 
both attraction and similarity effects, the model turns out to fit poorly and cannot fit 
similarity effects (Soltani et al., 2012).

3.4 Summary of Static Psychological Models

As mentioned earlier, the goal of these psychological choice models was to formulate 
psychological principles or mechanisms to capture context effects in a predictable 
manner. For example, the WIP Thurstone model uses spatial locations between options 
in the attribute space to derive predictions for similarity effects, and the EBA model 
derives predictions for similarity effects from the attribute sampling and elimination 
mechanism; the CDP model derives predictions for attraction and compromise effects 
using the principle of loss aversion. However, there are several serious limitations of 
these static models. First, there is no single model to account for all (similarity, com-
promise, attraction) effects simultaneously. Some models (WIP, EBA) account for 
similarity effects only, and others (CPA) account only for attraction and compromise 
effects. Second these models fail to describe how these context effects change across 
deliberation time. These deficiencies motivate the development of the dynamic models 
presented next.4

4 DYNAMIC PSYCHOLOGICAL MODELS

The static psychological models do not explicitly describe how people’s preferences 
change as a function of deliberation time when there is a specific deadline. Nor do they 
describe the random time, T, chosen by the decision- maker to make a decision when 
there is no specific deadline. In contrast, dynamic models of choice behavior explic-
itly model how a deadline decision time affects people’s choices, as well as the time T 
required to make a decision when there is no specific deadline.
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4.1 ‘Horse Race’ Choice Models

One of the first attempts to generalize the classic random utility family to include 
choice response time was a class called ‘horse race’ random utility models (Marley and 
Colonious, 1991). The underlying assumption is that when presented with a choice from 
set Y, each option is assigned a non- negative arrival time and option Bi 8 Y is chosen if 
its ‘arrival event’ occurs first. It is assumed that the random arrival times for all options 
in the entire set X form a joint multivariate distribution, and the probability distribution 
for a subset Y 8 X is obtained by marginalizing over the joint multivariate distribution 
of arrival times for the complete set X. The probability of choosing option Bi from set Y 
and this occurs after time t equals

 p(Bi ` (T . t) | Y) 5 p( [ T(Bi) 5 min{T(Bj), Bj[Y} ] > T(Bi) . t).  (3.12)

The ‘horse race’ choice model reduces to a random utility model when marginalizing 
over the time to make the decision; however, it extends the traditional random utility 
model by also providing a model of the distribution of choice time T.

Building on earlier ideas presented in Townsend and Ashby (1983), Otter et al. (2008) for-
mulated an ‘independent’ version of the ‘horse race’ model. Otter et al. (2009) assumed that 
each choice option Bi in a set Y is associated with an independent counter Ni(t) that counts 
up events favoring that option at time t. The first counter to reach a threshold wins the race 
and determines the choice. Events favoring an option occur at times distributed according 
to a Poisson process, and the rate assigned to each option depends on the attribute values 
of the choice option. The model was fit to choice and response time data from a survey 
involving 422 people, with each person providing stated choices for 18 different choice sets, 
and each choice set contained five television sets described by six attributes. The research-
ers found that by fitting both choice and response time (as compared to fitting only choice), 
they obtained a better marginal fit to the choice part of the data, which suggests that the 
model successfully extracts information contained in response times and that response 
times are informative about the cognitive processes underlying the observed choices.

The early versions of the ‘horse race’ choice model were random utility models, and 
so they inherited the triangle inequality and regularity properties. Therefore they could 
not explain violations of regularity such as the attraction effect. Nor were they used to 
account for similarity effects or the compromise effect. More recently, however, a linear 
ballistic accumulator (LBA) type of horse race model has been proposed that accounts 
for all three (similarity, attraction, compromise) context effects. The LBA model accom-
plishes this by introducing two new features into the horse race model – a front- end com-
ponent that transforms choice stimuli into contextualized values and a back- end process 
that transforms these contextualized values into overt choices (Trueblood et al., 2014).

The independent Poisson ‘horse race’ model and the LBA models do account for 
changes in choice probability as a function of deliberation time. However, the Poisson 
model also predicts that the distribution of choice times becomes normal as the counter 
threshold increases (Otter et al., 2009). This prediction is problematic because, in fact, 
the choice response time distribution tends to become more positively skewed with 
longer mean deliberation times (Ratcliff and Smith, 2004). This problem is corrected by 
using the next class of dynamic models.
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4.2 Sequential Sampling Choice Models

Sequential sampling models of decision- making were originally developed for Bayesian 
inference (DeGroot, 1970). Cognitive psychologists applied these models to a variety 
of cognitive tasks including sensory detection (Smith, 1995), perceptual discrimina-
tion (Laming, 1968; Link and Health, 1975; Usher and McClelland, 2001; Vickers, 
1979), memory recognition (Brown and Heathcote, 2005; Ratcliff, 1978); categoriza-
tion (Ashby, 2000; Nosofsky and Palmeri, 1997), probabilistic inference (Wallsten and 
Barton, 1982). Several sequential sampling models for preferential choice have also been 
proposed (Aschenbrenner et al., 1984; Bhatia, 2013; Fehr and Rangel, 2011; Glöckner 
and Betsch, 2008; Guo and Holyoak, 2002; Roe et al., 2001; Usher and McClelland, 
2004).

The basic idea of many sequential sampling models is that when presented with a 
subset of m choice options Y # X from a larger set X, a choice from this set takes some 
amount of deliberation time T. The decision process starts with an m´1 state vector P(0), 
where each coordinate corresponds to the preference for one of the options in Y. This 
initial state P(0) reflects preferences for status quo options or biases from past experi-
ence. The initial state vector then evolves across time t by accumulating evaluations 
regarding the advantages and disadvantages of each option. After deliberating for a time 
t, the cumulative evaluations evolve to a new state vector P(t) according to the linear sto-
chastic difference equation (technically an Ornstein- Uhlenbeck process – OU process),

 dP(t1h) 5 P(t1h) −  P(t) 5 −G3P(t)·h 1 m·h 1 dB(t1h),  (3.13)

where dB(t1h) 5 B(t 1h) − B(t) is a Brownian motion increment with mean zero and 
variance–covariance matrix F·h. The term, m·h 1 dB(t1h), is the new sample input into 
the process during the time step h, and − G·P(t)·h is a feedback process that can be used 
to maintain preference stability. An important special case is the Wiener process, which 
is obtained by setting G 5 0, but this allows preferences to grow without bound, and it 
also reduces the capability of accounting for context effects. The preference accumula-
tion process continues until one of two stopping rules is satisfied – either a fixed or a 
variable stopping rule.

According to a fixed time stopping rule, the preference state evolves until some 
externally determined deadline time t occurs. In this case, the process evolves in an 
unconstrained manner until the deadline, t, at which point the option with the strongest 
preference state is chosen (that is, the option corresponding to the maximum coordinate 
of the P(T) vector). In the case of the fixed time stopping rule, the theory is equivalent 
to a dynamic version of a Thurstone model in which the state vector P(t) serves as an 
evolving vector of random utilities. However, unlike the static Thurstone model, the 
mean and the variance–covariance matrix of P(t) evolve across time, which accounts for 
changes in preferences as a function of deliberation time. Furthermore, if the feedback 
matrix is non- zero (G Z 0), then both the mean and variance–covariance matrix of P(t) 
are context- dependent; that is, the multivariate distribution of P(t) changes depending 
on the presented choice set Y. More specifically, if G Z 0, then the joint distribution for a 
set of options Y cannot be derived by marginalization from a complete joint distribution 
defined over all possible options in X. Consequently, these theories do not have to satisfy 
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regularity.5 If the initial state P(0) starts out unbiased (i.e., P(0) 5 0) then these theories 
satisfy both weak stochastic transitivity and the triangle inequality. However, they gen-
erally violate strong stochastic transitivity because of the changes in the  variance–covari-
ance matrix F across pairs of options.

According to the variable time stopping rule, preferences continue to evolve until the 
preference strength for one of the coordinates, corresponding to one of the options, 
exceeds a positive threshold. The first option exceeding the threshold is chosen, and 
the deliberation time equals the time it takes for an option to first cross a threshold. 
Figure 3.1 illustrates the process using the variable stopping time for three options {A, B, 
C}. In this figure, the horizontal axis represents time, and the vertical axis represents the 
preference state for each option; and in this case option A first crosses the threshold at a 
time equal to 2 seconds. The flat line near the top of the figure is called the threshold, and 
it is used to determine how strong the preference must be in order to make a decision. 
Increasing this threshold increases the average time to make a decision, which allows 
more evaluations of all of the options’ advantages and disadvantages. Decreasing the 
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Note: The horizontal axis represents time, the vertical axis represents preference state for each option and 
the flat horizontal line represents the decision threshold that has to be crossed by one of the preference states 
so that a choice occurs. In this case, option A first crosses the threshold at a time equal to 2 seconds and is 
chosen by the decision- maker.

Figure 3.1  The preference state for each option/action changes over time by sampling 
information about the choice options
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threshold decreases the average time to make a decision, which limits the ability to evalu-
ate all the advantages and disadvantages of each option. The threshold is determined by 
the cost of sampling new information as compared to the gains and losses expected by 
the final decision after sampling more information. When the variable stopping time rule 
is used, sequential sampling models can be used to predict both the choice probabilities 
as well as the mean decision times. In fact, a strong test of the model is obtained by fitting 
the model parameters to the choice probabilities, and then using these same parameters 
to predict mean decision time.

Sequential sampling models provide very accurate accounts of the skewed shape 
of choice response time distributions (Ratcliff and Smith, 2004). In addition, they are 
designed to account for similarity, compromise and attraction effects using the same 
exact parameters for all three effects (see, Bhatia, 2013; Roe et al., 2001; Usher and 
McClelland, 2004). Furthermore, they make the strong a priori prediction that both 
compromise and attraction effects become larger with longer deliberation times, a pre-
diction that has been confirmed by experimental evidence (Dhar et al., 2000; Pettibone, 
2012).

As mentioned above, there are several versions of this general type of sequential sam-
pling theory of preferential choice. One of the earliest was decision field theory (DFT) 
(Busemeyer and Townsend, 1993; Roe et al., 2001). Decision field theory shares exactly 
the same parameters as the traditional Thurstone model with respect to the mean vector 
m and the covariance matrix F of the OU process. According to DFT, the mean m 
and covariance matrix F are determined by the expectation and variance–covariance, 
respectively, of advantages or disadvantages for each option along a randomly sampled 
attribute (Roe et al., 2001). Different attributes are sampled across time by switch-
ing attention from one attribute to another during deliberation. Like the EBA model, 
attention- switching provides the mechanism used to account for similarity effects and 
violations of independence and strong stochastic transitivity. Also key to DFT, the coef-
ficients in the feedback matrix G are determined by the distance between options in a 
multi- attribute space of options (Hotaling et al., 2010). Three additional parameters are 
required to determine the feedback matrix G on the basis of the distances between the m 
options in the set Y (see Hotaling et al., 2010, for details). According to DFT, this feed-
back matrix is the key mechanism for predicting attraction and compromise effects in 
this theory. Importantly, DFT predicts all three effects (similarity, attraction and com-
promise), as well as other violations of independence, using the same fixed set of param-
eters. The feedback mechanism of DFT also explains why attraction and compromise 
effects become larger with longer deliberations. Decision field theory has been shown 
to predict choices between gambles better than popular models of decision- making 
under risk such as cumulative prospect theory (Rieskamp, 2008), and it also fits choices 
between consumer products better than another recently introduced cognitive model 
called the proportional difference choice model (Gonzalez- Vallejo, 2002; Scheibehenne 
et al., 2009). Finally it provides accurate cross validation predictions for mean decision 
time based on parameters derived from choice probabilities (Diederich and Busemeyer, 
2003; Dror et al, 1999).

The leaky competing accumulator (LCA) model is another important version that 
shares many assumptions with DFT, but differs on some key mechanisms (Usher and 
McClelland, 2004).6 This model also assumes that people switch their attention during 
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the decision process to the different attributes and accumulate advantages or disadvan-
tages for each option across time. This attention- switching mechanism allows LCA, 
similarly as with DFT, to explain violations of independence (such as the similarity 
effect) and violations of strong stochastic transitivity. The LCA model is also able to 
explain the attraction and compromise effects, but it uses a different mechanism than 
DFT. The LCA model does not assume distant dependence in the feedback matrix G (all 
off diagonal elements are the same). Instead it incorporates the same loss aversion prin-
ciple as used in the context dependent preference model (Tversky and Simonson, 1993) 
to predict the compromise and attraction effects. The accumulation mechanism of LCA 
also enables the model to explain how attraction and compromise effects increase with 
longer deliberations. Decision field theory and the leaky competing accumulator model 
remain competitive by partly using different mechanisms to account for main behavior 
findings, but they are still quite similar and share many assumptions in contrast to more 
traditional random utility theories (Tsetsos et al., 2010).

Krajbich et al. (2010) developed a version of sequential sampling called the atten-
tion modulated drift- diffusion model (AM- DDM). Unlike DFT and LCA, it does not 
assume attention- switching across attributes, and instead it assumes attention shift-
ing across choice alternatives. The AM- DDM assumes that each option accumulates 
random utilities according to a Wiener process (G5 0). The mean drift rate m is simply 
determined by a traditional weighted sum of the attribute values, and F 5 s2·I, where 
s2 is the variance (a scalar). However, the mean drift rate is not constant during delib-
eration, but it changes depending on the option to which the decision- maker is attend-
ing. Using eye- movement recordings, it is possible to track the location of the gaze of 
the decision- maker at each moment during the decision process. The gaze is observed 
to shift from one option to another when they are spatially separated in a display. The 
mean drift rate of the Wiener process is assumed to change depending on the gaze of the 
decision- maker. The option currently being viewed is given more weight. If the option 
under gaze is advantageous then its advantage is enhanced during the gaze. If the option 
under gaze is disadvantageous, then this disadvantage is enhanced during the gaze. This 
model provided accurate quantitative predictions for complex relationships between 
eye fixation patterns and choices across time, as well as several fixation- driven decision 
biases. Unlike DFT, it does not make use of the feedback matrix (G 5 0), and unlike 
LCA, it does not make use of loss aversion. Consequently, it has not been used to predict 
similarity, attraction, and compromise effects or other context effects and violations of 
independence.

The newest version of this class of sequential sampling models is the associative accu-
mulation model (AAM) (Bhatia, 2013). Once again this model shares many assumptions 
with decision field theory such as sequential accumulation of advantages and disadvan-
tages for options based on attention- switching across attributes to account for similar-
ity effects. However, unlike decision field theory, the AAM does not make use of the 
feedback matrix G to account for attraction and compromise effects (G 5 0). Instead it 
assumes that the average attention weight given to an attribute is mainly determined by 
the total absolute values assigned to the attribute summed across alternatives. Attributes 
present in extreme quantities in some alternatives, attributes present in many alterna-
tives, and attributes present in especially salient alternatives, are more accessible relative 
to their competitors. This mechanism can account for not only compromise and attrac-
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tion effects, but also several other context effects such as alignment effects (Markman 
and Medin, 1995) and reference point effects (Tversky and Kahneman, 1991).

4.3 Summary of Dynamic Models

The dynamic psychological models are more complex than the static psychological 
models but they substantially expand their explanatory power. First, they are capable of 
predicting both choice probability and the distribution of time taken to make a choice. 
They are also capable of predicting the effects on time limits or time pressure on choice 
probabilities. Third, the dynamics provide mechanisms for simultaneously explaining 
all three types of context effects (similarity, attraction and compromise) as well as many 
other violations of independence and strong stochastic transitivity. None of the previ-
ously developed static models were found to be capable of predicting all these effects. 
This does not mean that it is not possible to discover a new static model that can do the 
job, but such a model remains to be developed.

Dynamic models, and sequential sampling models in particular, make strong predic-
tions about the sampling process used to make decisions. One of the basic assumptions 
(except for the AM- DDM) is that information sampling is not affected by the person’s 
current preference (formally, the input, m·h 1 dB(t1h), does not depend on the current 
state of preference P(t)). However recent studies using information search (Willemsen et 
al., 2011) and eye movements (Fiedler and Glöckner, 2012) indicates that the sampling 
process becomes biased to sample attributes that support the currently favored alterna-
tive. This finding suggests that the current preference state may feedback and modify the 
input into the accumulation process (see, for example, Glöckner and Betsch, 2008; Guo 
and Holyoak, 2002).

5 ADDITIONAL AND NEW DIRECTIONS

This section briefly reviews some additional important ideas for choice modeling coming 
from cognitive psychology and neuroscience.

5.1 Decision by Sampling

One limitation of the previously mentioned sequential sampling models is that they do 
not specify the details of the sampling process other than assuming a mean input vector 
m and a covariance matrix F for the Brownian motion process. Another cognitive theory, 
called decision by sampling, provides more detailed mechanisms for the sequential evalu-
ations entering the accumulation process (Stewart and Simpson, 2008; Stewart et al., 
2006). Stewart et al. (2006) postulate that the subjective values of an attribute value are 
derived on- the- fly from comparisons with samples of other attribute values drawn from 
long- term memory. Furthermore, this long- term memory reflects the values experienced 
from real- world distributions. Stewart et al. (2006) showed that the shapes of utility func-
tions, decision weighting functions and delay discounting functions estimated in decision 
research can be explained by the real- world distributions of gains, losses, probabilities, 
and delays that people experience.
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5.2 Quantum Choice Theory

Here we wish to return to one of the most fundamental issues concerning the probabilis-
tic nature of choice. Why is choice probabilistic? One idea is that choice is fundamentally 
deterministic – each choice is determined by a real preference order or preference state 
existing at the moment immediately before a choice is made, but we (the theorist) do not 
have full information about this precise state. Another idea is that choice is fundamen-
tally indeterministic – there is no real preference order or preference state existing at the 
moment immediately before a choice is made. Both the random utility and the sequential 
sampling class of models are deterministic in the sense that choice is based on a specific 
state that exists at the moment before the choice is made. Although the EBA model was 
originally cast as a probabilistic process, it can also be interpreted as a random utility 
model. Is there any empirical reason for questioning the deterministic underpinning of 
choice? Recently, interest has been growing in the use of principles based on quantum 
probability theory, which posits that choice is essentially indeterministic in nature 
(Lambert- Mogiliansky et al., 2009). The reason for considering a quantum approach is 
that preferences sometimes violate the law of total probability that lies at the heart of 
classic probabilistic models built upon deterministic mechanisms (Khrennikov, 2010; 
Busemeyer and Bruza, 2012; Pothos and Busemeyer, 2009; Yukalov and Sornette, 2011).

5.3 Decision Neuroscience

More recently, sequential sampling models of decision- making have attracted the inter-
est of decision neuroscientists (Fehr and Rangel, 2011). Neuroscientists have been 
examining the neural basis for decision- making in the brains of Macaque monkeys 
using single cell recording techniques (Gold and Shadlen, 2001, 2002; Platt, 2002; Schall, 
2003). Both the choice and the decision time of the monkeys were accurately predicted, 
trial by trial, based on where and when the neural activation crossed a threshold bound. 
Moreover, sequential sampling models have been fit to choice/response time data and 
then used to make a priori predictions for electrophysiological activation (Smith and 
Ratcliff, 2004). Although this research was based on single or multiple cell recording of 
saccadic eye movements from monkeys, converging evidence has been reported using 
cognitive tasks with humans. Researchers have recorded electrophysiological potentials 
from humans during a categorization task, called the lateralized readiness potential 
(Gratton et al., 1988). These potentials were recorded from the scalp above the premotor 
cortex that signals preparation for left-  or right- hand movements to a cue. They found 
that choice and response times were determined by accumulation of the lateralized 
readiness potential to a threshold criterion. More direct evidence for accumulation to 
threshold as the basis for perceptual decision- making has been obtained from functional 
magnetic resonance imaging (Liu and Pleskac, 2011). Another imaging study by Gluth et 
al. (2012) explored the predictive accuracy of sequential sampling models for preferential 
choices. In their experiment the participants received sequential information about a 
stock company that could be bought or rejected. The results showed that a time- variant 
sequential sampling model using a decreasing rather than a fixed decision threshold was 
best in predicting the decision time and choice behavior. Furthermore the option’s value 
as assumed by the sequential sampling model correlated with the brain activity in the 
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ventromedial prefrontal cortex, the right and left orbitofrontal cortex, and the ventral 
striatum. These results indicate that the brain accumulates samples of information by 
forming an updated value representation in dopaminoceptive areas including the ven-
tromedial prefrontal cortex and the ventral striatum. The conclusion from this research 
is the basic idea that decisions in the brain are based on the accumulation of noisy acti-
vation until a threshold is reached, which forms the basis for the sequential sampling 
models in cognitive science.

6 GENERAL CONCLUSIONS

In this chapter we have reviewed some of the main behavioral findings in behavioral 
economics, consumer research, and psychology. The list of findings provides a basis 
for evaluating the different approaches to predict and explain human choice behavior. 
On the one hand, we have shown that standard utility approaches, such as fixed and 
random utility models, have difficulties in explaining why people violate principles, 
such as strong stochastic transitivity, independence or regularity. On the other hand, 
we have shown that more cognitive models of decision- making that also aim to describe 
how preferential choices evolve dynamically over time can provide explanations for 
these findings. These models have been the result of the long and rich history in choice 
modeling in psychology. This work has led to more sophisticated models that have also 
increased the complexity of the models. The increase in theoretical complexity has been 
driven by two sources – the first is striving to explain the highly context- sensitive nature 
of human preferential choice behavior; the second is the attempt to account for more 
details of choice behavior including decision time, eye movements, information search 
and choice confidence (Pleskac and Busemeyer, 2010; Ratcliff and Starns, 2009; Van 
Zandt, 2000). Beyond that, decision neuroscientists have even begun to explain the neu-
rological underpinnings of decision- making using electrophysiological recordings and/or 
functional magnetic resonance imaging during choice.

The psychological history of choice modeling began over 50 years ago with Luce’s 
choice model (Luce, 1959), which was essentially a context- independent theory. Next, 
there were developments of Thurstone’s (1959) theory to account for the effects of 
similarity between alternatives on choice. Aspect- based theories by Restle (1961) and 
Tversky (1972a) were also devised to account for similarity effects. However, these 
earlier models turned out to be inadequate to explain more complicated findings such 
as compromise and attraction effects. Dynamic models such as the sequential sampling 
models (DFT, LBA, LCA and AAM) are the first to be able to account for the full 
range of context effects in a coherent manner and predict how these effects change as a 
function of deliberation time. These models also add explanatory power by accounting 
for the strong effects of deliberation time on choice probability, and they gain empirical 
testability by making new predictions regarding the relations between choice probability 
and choice response time. More recent models, such as the decision by sampling model, 
provide a new capability for deriving the evaluations entering the sequential sampling 
accumulation process on the basis of long- term memory retrievals, where the memory 
is built from experience with real- world distributions. When developing sophisticated 
models, it is of course also important to examine to what extent the increased complexity 
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of the developed models can be justified by the increased goodness- of- fit in predicting 
human behavior. Only when the qualitative and quantitative increase in predictive accu-
racy of a model is large enough, the increased complexity can be justified.

Although the goals of psychologists and economist with respect to choice modeling 
overlap to some extent, there are also some clear differences. On the one hand, econo-
mists are often primarily interested in applying simple choice models to large samples 
of people with relatively few data per person, and the primary goal is to obtain efficient 
estimates of economically relevant parameters. For this goal, robust choice models are 
required that provide statistically efficient and computationally practical parameter 
estimates for further economic analysis. On the other hand, psychologists are primarily 
interested in explaining the cognitive processes that provide predictions across a wide 
range of puzzling findings using models that can simultaneously account for various 
measurements of choice including choice selection, decision time, confidence and brain 
activation. For this goal, more complex models are required that provide explanatory 
coherence and the power to predict new findings. But these are only two extreme posi-
tions, and more often the researcher is interested in both of these goals. For example, a 
marketing researcher may want to predict market share of a new product to be intro-
duced to the market. The market share will depend on the context of the market; that is, 
the other products available. Given the huge costs of introducing a new product to the 
market (for example, product development and marketing) the precision with which the 
future share of the product can be predicted becomes essential. In this situation, using a 
complex choice model that requires higher methodological effort to be estimated can pay 
off in terms of obtaining better predictions of people’s behavior.

NOTES

1. This work was supported by NIDA grant 5R01DA030551 to the first author and by a SNSF research grant 
100014_130149 to the second author.

2. The Thurstone model has always been a theory of choice. Initially it was applied to psychophysics (Thurstone, 
1927), but later (Thurstone, 1959) it was applied to values and preferences (Bock and Jones, 1968).

3. For some reason, similarity effects are ignored in this article.
4. Recently, Soltani et al. (2012) propose a range renormalization model to account for both attraction and 

similarity effects. This is also a static choice model. However, this model has not been shown to predict 
compromise effects and, furthermore, it is a static model that fails to describe how the effects change with 
deliberation time.

5. Tony Marley (personal communication, 9 November 2011) pointed out to the first author of this chapter 
that if G 5 0 then this model becomes a special case of the ‘horse race’ model described in Marley and 
Colonious (1991) and satisfies regularity.

6. Strictly speaking, the LCA is not an OU process because they impose a lower threshold on the preferences 
so that they reflect off a bound at zero. This bound is used to make the model more similar to neural activa-
tions that must always be positive.
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