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CHAPTER 10

Micro-Process Models of Decision Making

Jerome R. Busemeyer and Joseph G. Johnson

1. Introduction

Computational models are like the new kids
in town for the field of decision making. This
field is largely dominated by axiomatic util-
ity theories (Bell, Raiffa, & Tversky, 1998;
Luce, 2000) or simple heuristic rule mod-
els (Gigerenzer, Todd, & the ABC Research
Group, 1999; Payne, Bettman, & Johnson,
1993). It is difficult for “the new kids” to
break into this field for a very important rea-
son: They just seem too complex in compar-
ison. Computational models are constructed
from a large number of elementary units
that are tightly interconnected to form a
complex dynamical system. So the question,
“what does this extra complexity buy us?,”
is raised. Computational theorists first have
to prove that their models are worth the ex-
tra complexity. This chapter provides some
answers to that challenge.

First, the current state of decision re-
search applied to preferences under uncer-
tainty is reviewed. The evolution of the al-
gebraic utility approach that has dominated
the field of decision making is described,
showing a steady progression away from a
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simple and intuitive principle of maximizing
expected value. The development of util-
ity theories into their current form has
included modifications for the subjective
assessment of objective value and probabil-
ity, with the most recent work focusing on
finer specification of the latter. The impe-
tus for these modifications is then discussed;
in particular, specific and pervasive “para-
doxes” of human choice behavior are briefly
reviewed. This section arrives at the conclu-
sion that no single utility theory provides an
accurate descriptive model of human choice
behavior.

Then, computational approaches to de-
cision making are introduced, which seem
more promising in their ability to capture
robust trends in human choice behavior.
This advantage is due to their common focus
on the micro-mechanisms of the underlying
deliberation process, rather than solely on
the overt choice behavior driven by choice
stimuli. A number of different approaches
are introduced, providing a broad survey of
the current corpus of computational mod-
els of decision making. The fourth section
focuses on one particular model to offer a
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detailed example of the computational ap-
proach. Specifically, decision field theory is
discussed, which has benefit from the most
extensive (to date) application to a variety of
choice domains and empirical phenomena.

The fifth section provides concrete illus-
tration of how the computational approach
can account for all of the behavioral para-
doxes in the second section that have con-
tested utility theories. Again, decision field
theory is recruited for this analysis because
of its success in accounting for all the rel-
evant phenomena. However, the extent to
which the other computational models have
been successful in accounting for the results
is also discussed. We conclude with com-
parisons among the computational models
introduced, summary comparisons between
the computational approach, and utility-
based models of decision making.

2. Decision Models: State of the Art

2.1. The Evolution of Utility-Based
Models

Decision theory has a long history, start-
ing as early as the seventeenth century with
probabilistic theories of gambling by Blaise
Pascal and Pierre Fermat. Consider an op-
tion, or prospect, that offers some n number
of quantifiable outcomes, {x1, ..., x,}, each
with some specified probability, {p,...,
pn}, respectively. The initial idea was that
the decision maker should choose to maxi-
mize the long run average value or expected
value (EV), EV =73 p;-x;. But the EV
principle soon came under attack because it
prescribes paying absurd prices to play a cel-
ebrated gamble known as the St. Petersburg
paradox. It was also criticized because it fails
to explain why people buy insurance (the
premium exceeds the expected value). To
fix these problems, Daniel Bernoulli (1738)
proposed that the objective outcome x; be
replaced with the subjective utility of this
outcome u(x;), and recommended that the
decision maker should choose to maximize
the expected utility (EU), EU = 3" p; - ux;).

For many years, Bernoulli's EU theory
was disregarded by economists because it

lacked a rational or axiomatic foundation.
For example, why should one choose on the
basis of expectation if the game is played
only once? Von Neumann and Morgenstern
(1947) rectified this problem by (a) propos-
ing a set of rational axioms (e.g., transitiv-
ity, independence, solvability), and (b) prov-
ing that the EU principle uniquely satisfies
these axioms. This led to EU theory being
accepted by economists as the rational basis
for making decisions. Thus far, EU theory
was restricted to decisions with objectively
known probabilities (e.g., well-defined lot-
teries). Shortly afterward, Savage (1954)
provided an axiomatic foundation for as-
signing personal probabilities to uncertain
events (e.g., presidential elections).

Unfortunately, people are not always ra-
tional, and subsequent empirical research
soon demonstrated systematic violations of
these rational axioms (see Allais, 1961;
Ellsberg, 1953). To explain these violations,
Kahneman and Tversky (1979) developed
prospect theory, which changed EU theory
in two important ways. Following an ear-
lier suggestion by Edwards (1962), they re-
placed the objective probabilities p; with
subjective decision weights 7 (p;), where
7 is an inverse S shaped function. Un-
like Savage’s (1954) theory, these decision
weights are not constrained to obey the
laws of probability. Second, the utility func-
tion was defined with respect to a reference
point: for losses (below the reference), the
function is convex (risk seeking); for gains
(above the reference), the function is con-
cave (risk averse); and the function is steeper
on the loss compared with the gain side (loss
aversion). The initial prospect theory was
severely criticized for two main reasons (see
Starmer, 2000): (1) it predicted preferences
for stochastically dominated options that are
never empirically observed (anomalies that
had to be removed by ad hoc editing opera-
tions); and (2) the theory was limited to bi-
nary outcomes, and it broke down and made
poor predictions for a larger number of out-
comes (Lopes & Oden, 1999).

Recognizing these limitations, Tversky
and Kahneman (1992) modified and ex-
tended prospect theory to form cumulative
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prospect theory (CPT), which builds on ear-
lier ideas of rank dependent utility (RDU)
theories (Quiggin, 1982). The problem
to be solved was the following: On the
one hand, nonlinear decision weights were
needed to explain violations of the ratio-
nal axioms; but on the other hand, nonlin-
ear transformations of outcome probabilities
led to absurd predictions. To overcome this
problem, RDU theories such as CPT employ
a more sophisticated method for computing
decision weights.! Suppose payoffs are rank-
ordered in preference according to the index
j so u(xj41) > u(x;). The rank dependent
decision weight for outcome x; is then de-
fined by the formula: w(x;) =7 (3"} p;) —
(3 pg) for j=n—1,n-2,...,21,
and w(x,) = 7 (pn).

Here, 7 is a monotonically increasing
weight function designed to capture opti-
mistic (more weight to higher outcomes)
or pessimistic (more weight to lower out-
comes) beliefs of a decision maker. The term
(3" pj) is called the decumulative probabil-
ity (one minus the cumulative probability),
which is the probability of getting a pay-
off at least as good as x;. Whereas prospect
theory transformed the outcome probabili-
ties, (p;), CPT transforms the decumula-
tive probabilities, 77(3_7 p;). By doing this,
one can account for systematic violations of
the EU axioms, while at the same time avoid
making absurd predictions about dominated
options. This is the current state of utility
theories.

2.2. Problems with Utility Models:
Paradoxes in Decision Making

This section briefly and selectively re-
views some important paradoxes of deci-
sion making (for a more complete review,
see Rieskamp, Busemeyer, & Mellers, 2006;
Starmer, 2000) and points out shortcomings
of utility theories in explaining these phe-
nomena.

1 Note that CPT is one exemplar from the class of
RDU, which in turn are a subset of the more general
EU approach. For the current chapter, reference to
one class subsumes the more specific model(s); e.g.,
claims regarding RDU theory apply also to CPT.

2.2.1. ALLAIS PARADOX

This most famous paradox of decision mak-
ing (Allais, 1979; see also Kahneman &
Tversky, 1979) was designed to test ex-
pected utility theory. In one example, the
following choice was given:

A: “win $1 M (million) dollars for sure,”
B: “win $5 M with probability .10, or
$1 M with probability .89, or nothing.”

Most people preferred prospect A even
though prospect B has a higher expected
value. This preference alone is no violation
of expected utility theory — it simply reflects
a risk averse utility function. The violation
occurs when this first preference is com-
pared with a second preference obtained
from a choice between two other prospects:

A’: “win $1 million dollars with probabil-
ity .11, or nothing,”

B’: “win $5 million dollars with probabil-
ity .10, or nothing.”

Most people preferred prospect B/, and the
(A, B’) preference pattern is the paradox.

To see the paradox, one needs to an-
alyze this problem according to expected
utility theory. These prospects involve a to-
tal of three possible final outcomes: {x; =
$0, x; = $1 M, x3 = $5 M}. Each prospect
is a probability distribution, (p1, p2, p3),
over these three outcomes, where p; is the
probability of getting payoff x;. Thus, the
prospects are:

A=(0,1,0)
B = (.01, .89, .10)

A = (89, .11, 0)
B’ = (.90, 0, .10).

Now define three new prospects:

O=(0,1,0)
F =(1/11,0,10/11).

Z =(1,0,0)

It can be seen that A= (.11)- O+ (.89) - O
and B=(.11)-F +(.89)- O, producing
EU(A) — EU(B) = [(.11) - EU(O) + (.89) -
EU(O)] = [(.11) - EU(F) +(.89) - EU(O)].

The common branch, (.89) - EU(O), can-
cels out, making the comparison of utilities
between Aand B reduce to a comparison of
utilities for O and F. It can also be seen that:
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A=(11)-O+(.89)-Z and B =(.11)
F +(.89) - Z, producing EU(A) — EU(B')
=[(.11)- EU(O) + (.89) - EU(Z)] — [(.11)-
EU(F) + (.89) - EU(Z)].

Again a common branch, (.89) - EU(Z),
cancels out, making the comparison be-
tween A and B’ reduce to the same compar-
ison between O and F. More generally, EU
theory requires the following independence
axiom: for any three prospects {4, B, C},
if A is preferred to B, then A =p- A+
(1 —p)-Cis preferred to p- B+ (1 —p)-
C=B'. The Allais preference pattern
(A, B') violates this axiom.

To account for these empirical violations,
the independence axiom has been replaced
by weaker axioms (see Luce, 2000, for a re-
view). The new axioms have led to the de-
velopment of the RDU class of theories in-
troduced earlier, including CPT, which can
account for the Allais paradox. However,
the RDU theories (including CPT) must sat-
isfy another property called stochastic dom-
inance.

2.2.2. STOCHASTIC DOMINANCE
Assume again that the payoffs are rank or-
dered in preference according to the in-
dex j, so u(xj+1) > u(x;). Define X as the
random outcome produced by choosing a
prospect. Prospect A stochastically domi-
nates prospect B if and only if Pr[u(X) >
u(x;) | Al = Pr{u(X) > u(x;) | B] for all x;.
In other words, if A offers at least as good
a chance as B of obtaining each possible out-
come or better, then A stochastically dom-
inates B.? The reason RDU theories (e.g.,
CPT) must satisfy stochastic dominance
(predict choice of stochastically dominating
prospects) is straightforward. If A stochas-
tically dominates B with respect to the
payoff probabilities, then it follows that A
stochastically dominates B with respect to
the decision weights, which implies that the
RDU for A is greater than that for B, and
this finally implies that A is preferred to

2 Note that, technically, A must also offer a better
chance of obtaining at least one outcome. That is,
the inequality must be strict for at least one out-
come, otherwise the prospects A and B are identical.

B. Unfortunately for decision theorists, hu-
man preferences do not obey this property
either — systematic violations of stochastic
dominance have been reported (Birnbaum
& Navarrete, 1998; Birnbaum, 2004). In
one example, the following choice was pre-
sented:

F: “win $98 with .85, or $90 with .05, or
$12 with .10,”

G: “win $98 with .90, or $14 with .05, or
$12 with .05.”

Most people chose F in this case, but it is
stochastically dominated by G. To see this,
we can rewrite the prospects as follows:

F': “win $98 with .85, or $90 with .05, or
$12 with .05, or $12 with .05,

G': “win $98 with .85, or $98 with .05,
or $14 with .05, or $12 with .05.”

Most people chose G in this case. The
choice of F violates the principle of stochas-
tic dominance, which is contrary to RDU
theories such as CPT. More complex deci-
sion weight models, such as Birnbaum’s Tax
model, are required to not only explain vi-
olations of stochastic dominance, but to si-
multaneously account for the pattern (F, G/;
see Birnbaum, 2004).

2.2.3. PREFERENCE REVERSALS

Violations of independence and stochastic
dominance are two of the classic paradoxes
of decision making. Perhaps the most seri-
ous challenge for all utility theories is one
that calls into question the fundamental
concept of preference. According to most
utility theories (including prospect theory),
there are two equally valid methods for mea-
suring preference — one based on choice,
and a second based on price. If prospect
Ais chosen over prospect B, then u(A) >
u(B), which implies that the price equiva-
lent for prospect A should be greater than
the price equivalent for prospect B (this
follows from the relations, $4= A> B =
$5, where $x is the price equivalent of
prospect K). Contrary to this fundamen-
tal prediction, systematic reversals of pref-
erences have been found between choices
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and prices (Grether & Plott, 1979; Lichten-
stein & Slovic, 1971; Lindman, 1971; Slovic
& Lichtenstein, 1983). In one example, the
following prospects were presented:

P: “win $4 with 35/36 probability,”
D: “win $16 with 11/36 probability.”

Most people chose prospect P over prospect
D, even though D has a higher expected
value — they tend to be risk averse with
choices. The same people, however, most
frequently gave a higher price equivalent to
prospect D than to prospect P. Further-
more, another interesting finding in need
of explanation is that the variance of the
prices for prospect D is much larger than
that for prospect P (Bostic, Herrnstein, &
Luce, 1990).

Tversky, Sattath, & Slovic (1988) initially
explained preference reversals between
choice and price by arguing that decision
makers place more weight on the probability
dimension when making choices, whereas
the price task shifts weight to the price di-
mension. Alternatively, Mellers, Schwartz,
and Cooke (1998) argued that decision mak-
ers use different strategies when making
choices versus prices. However, a serious
problem for both of these explanations is
that preferences also reverse when individ-
uals are asked to give two different types of
prices, such as minimum selling prices (will-
ingness to accept [WTA]) versus maximum
buying prices (willingness to pay [WTP]),
for the same prospects (Birnbaum & Zim-
merman, 1998). Consider the following two
prospects:

F: “win $60 with probability .50, other-
wise $48.”

G: “win $96 with probability .50, other-
wise $12.”

People gave a higher WTA for prospect G
compared with prospect F, but the opposite
order was found for WTP. So, not only do
preferences change depending on whether
choices or prices are used, but also when dif-
ferent types of prices are used. Furthermore,
such violations extend beyond trivial tasks

involving hypothetical or low-stakes gam-
bles to situations involving more realistic
consequences, such as managerial decisions,
medical decisions, environmental protection
policies, and highway safety programs.
Neither choice-pricing nor WTP-WTA
reversals can be explained with a single
utility model such as prospect theory, but
only by assuming arbitrary task-dependent
changes in the decision weights and/or util-
ity function and/or combination of weight
and utility. These unnerving findings have
led researchers to question stability of pref-
erences and to argue instead that prefer-
ences are constructed on the fly in a task-
dependent manner (e.g., Slovic, 1995).

2.2.4. CONTEXT-DEPENDENT
PREFERENCES

A final challenge for utility theories is that
preferences seem to depend not only on
changes in the task, but also in changes in
the context produced by the choice set for
a single task. These preference reversals in-
volve violations of a principle called indepen-
dence from irrelevant alternatives. According
to this principle, if option A is chosen most
frequently over option B in a choice set that
includes only { A, B}, then Ashould be cho-
sen more frequently over B in a larger choice
set { A, B, C} that includes a new option C.
This principle is required by a large class of
utility models called simple scalable utility
models (see Tversky, 1972). However, em-
pirical evidence points to at least three direct
violations of this principle.

The first violation is produced by what is
called the similarity effect (Tversky, 1972;
Tversky & Sattath, 1979), in which case the
new option, labeled S, is designed to be sim-
ilar and competitive with the common op-
tion B. In one example, participants chose
among hypothetical candidates for graduate
school that varied in terms of intelligence
and motivation scores:

Candidate A: Intelligence = 60, Motiva-

tion = 90,
Candidate B: Intelligence = 78, Motiva-
tion = 25,
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Candidate S: Intelligence = 75, Motiva-
tion = 35.

Participants chose B more frequently than
Ain a binary choice. However, when can-
didate S was added to the set, then pref-
erences reversed and candidate A became
the most popular choice. The similarity ef-
fect rules out all simple scalable utility mod-
els, but it can be explained by a heuris-
tic choice model called the elimination by
aspects (EBA) model (Tversky, 1972). Ac-
cording to this model, decision makers sam-
ple a feature based on its importance and
eliminate any option that does not contain
the selected feature; the process continues
until there is only one option left, and the
last surviving option is then chosen. Apply-
ing EBA to the previous example, if grade-
point average is most important, then A is
most likely to be eliminated at the first stage,
leaving B as the most frequent choice; how-
ever, when S is added to the set, then both
B and S survive the first elimination, and S
reduces the share of B.

The second violation is produced by what
is called the attraction effect (Huber, Payne,
& Puto, 1982; Huber & Puto, 1983; Simon-
son, 1989), in which case the new option,
labeled D, is similar to A but dominated
by A In one example, participants chose
among cars varying in miles per gallon and
ride quality:

Brand A: 73 rating on ride quality,
33 miles per gallon (mpg),

Brand B: 83 rating on ride quality,
24 mpg,

Brand D: 70 rating on ride quality,
33 mpg.

Brand B was more frequently chosen over
brand Aon a binary choice; however, adding
option D to the choice set reversed prefer-
ences so that brand A became most pop-
ular. In this second case, the new option
helps rather than hurts the similar option.
The attraction effect is important because it
violates another principle called regularity,
which states that adding an option to the
set can never increase the popularity of one

of the original options from the subset. The
EBA model satisfies regularity, and there-
fore it cannot explain the attraction effect
(Tversky, 1972).

The third violation is produced by what
is called the compromise effect (Simon-
son, 1989; Simonson & Tversky, 1992), in
which a new extreme option A is added to
the choice set. In one example, participants
chose among batteries varying in expected
life and corrosion rate:

Brand A: 6% corrosion rate, 16 hours

duration,

Brand B: 2% corrosion rate, 12 hours
duration,

Brand C: 4% corrosion rate, 14 hours
duration.

When given a binary choice between B and
C, brand B was more frequently chosen
over brand C. However, when option A
was added to the choice set, then brand C
was chosen more often than brand B. Thus,
adding an extreme option A, which turns
option C into a compromise, reverses the
preference orders obtained between the bi-
nary and triadic choice methods. The com-
promise effect is interesting because it rules
out another heuristic choice rule called the
lexicographic (LEX), or “take the best,”
strategy. According to this strategy, the de-
cision maker first considers the most impor-
tant dimension and picks the best alternative
on this dimension, but if there is a tie, then
decision maker turns to the second most
important dimension and picks the best on
this dimension, and so forth. According to
the LEX strategy, individuals should never
choose the compromise option!

The collection of results presented in this
section indicate that preferences among a set
of options are not subject to the calculus of
probability and are dependent on the choice
context and the elicitation method. These
results are only a subset of the decades of
research showing that human decisions do
not correspond to those predicted by util-
ity models. Any serious model of decision
making must account for effects such as the
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robust and representative examples men-
tioned in this section. We now turn to exam-
ining a distinctly different type of modeling
approach that shows promise in this respect.

3. Computational Models of Decision
Making: A Survey

In an attempt to retain the basic utility
framework, constraints on utility theories
are being relaxed, and the formulas are be-
coming more deformed. Recently, many re-
searchers have responded to the growing
corpus of phenomena that challenge tra-
ditional utility models by applying wholly
different approaches. That is, rather than
continuing to modify utility equations to ac-
commodate each new empirical trend, these
researchers have adopted alternative repre-
sentations of human decision making. The
common thread among these approaches is
their attention to the processes, or compu-
tations, that are assumed to produce ob-
servable decision behavior. Beyond this, the
popular approaches outlined in this section
diverge in precisely how they model deci-
sion making.

3.1. Heuristic Rule-Based Systems

Payne, Bettman, and Johnson (1992, 1993)
propose an adaptive approach to decision
making. Essentially, this approach assumes
that decision makers possess a repertoire of
distinct decision strategies that they may
apply to any given task. The repertoire of
strategies usually includes noncompensatory
rules that do not require trade-offs among
attributes, such as EBA and LEX, as well
as compensatory rules that are based on at-
tribute trade-offs such as a weighted additive
(WADD) rule or EU rule. Furthermore, it is
assumed that the strategy applied is selected
as a trade-off between the mental effort re-
quired to apply the strategy and the accu-
racy or performance of the strategy. Thus, in
trivial situations or those involving extreme
time pressure, individuals may employ rel-
atively simple strategies that do not involve
complex calculations such as the LEX or

EBA rules. In contrast, in important situa-
tions where a high level of performance is
required, decision makers may apply more
cognitively intensive strategies such as the
WADD or EU rule.

This approach assumes that each possi-
ble strategy is assembled from elementary
information processing units, such as “re-
trieve,” “store,” “move,” “compare,” “add,”
“multiply,” and so forth. (Payne et al., 1993).
For example, the EBA rule might be in-
stantiated by a “retrieve” of a prospect’s at-
tribute value, followed by a “compare” to
some threshold value defining deficiency.
EU could be formalized by a “multiply” of
subjective probability and utility values, the
“store” of each product, and an “add” across
products; choice is defined by a “compare”
operation among expected utilities. Mental
effort is defined by the sum of processing
times for these elementary mental opera-
tions, and accuracy is typically defined by
performance relative to the WADD or EU
rule.

Gigerenzer and colleagues (Gigerenzer
et al., 1999) have developed a closely re-
lated approach. Their simple heuristics are
formulated in terms of their rules for (a)
searching through information, (b) stop-
ping this search, and (c) selecting an option
once the search concludes. For exam-
ple, Brandstitter, Gigerenzer, and Hertwig
(2006) recently proposed a LEX model
called the “priority heuristic,” which as-
sumes the following process for positively
valued gambles: (1) first compare the low-
est outcomes for each prospect, and if this
difference exceeds a cutoff, then choose the
best on this comparison; otherwise (2) com-
pare the probabilities associated with the
lowest payoffs, and if this difference exceeds
a cutoff then choose the best on this compar-
ison; otherwise (3) compare the maximum
possible payoff for each prospect and choose
the best on this maximum.

The strength of heuristic models is their
ability to explain effects of effort, conflict,
time pressure, and emotional content on
choices and other processing measures (e.g.,
amount of information searched, order of
search) in terms of changes in decision
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strategies. However, one drawback to these
models is their lack of specification across
applications; it is often difficult to deter-
mine exactly which strategy is used in any
given situation. Furthermore, when consid-
ering the findings summarized earlier, the
heuristic models cannot account for the all
of these results reviewed previously despite
this flexibility. They have been used to ex-
plain violations of independence for risky
choices but not the violations of stochas-
tic dominance. They also have been used to
explain preference reversals between choice
and prices, but not between buying and
selling prices. Finally they can explain the
similarity effect but not the compromise or
attraction effect.

3.2. Dynamic Systems/Connectionist
Networks

Many researchers prefer to adopt a single
dynamic process model of decision making
rather than proposing a tool box of strate-
gies. This idea has led to the development
of several computational models that are
formulated as connectionist models or dy-
namic systems (see Chapter 2 on connec-
tionist models and Chapter 4 on dynamic
systems in this volume).

3.2.1. AFFECTIVE BALANCE THEORY

Grossberg and Gutowski (1987) presented a
dynamic theory of affective evaluation based
on an opponent processing network called
a gated dipole neural circuit. Habituating
transmitters within the circuit determine
an affective adaptation level, or reference
point, against which later events are evalu-
ated. Neutral events can become affectively
charged either through direct activation or
antagonistic rebound within the habituated
dipole circuit. This neural circuit was used
to provide an explanation for the probabil-
ity weighting and value functions of Kahne-
man and Tversky’s (1979) prospect theory,
and preference reversals between choices
and prices. However, this theory cannot ex-
plain preference reversals between buying
and selling prices, nor can it explain viola-
tions of stochastic dominance. Finally, the

affective balance theory has never been ap-
plied to more than two choice options, so it
is not clear how it would explain the sim-
ilarity, attraction, and compromise context
effects.

3.2.2. ECHO

Holyoak and Simon (1999) and Guo and
Holyoak (2002) proposed a connectionist
network, called ECHO, adapted from Tha-
gard and Millgram (1995). According to this
theory, there is a special node, called the ex-
ternal driver, representing the goal to make a
decision, which is turned on when a decision
is presented. The driver node is directly con-
nected to attribute nodes, with a constant
connection weight. Each attribute node is
connected to an alternative node with a
bidirectional link, which allows activation
to pass back and forth from the attribute
node to the alternative node. The connec-
tion weight between an attribute node and
an alternative node is determined by the
value of the alternative on that attribute.
There are also constant lateral inhibitory
connections between the alternative nodes
to produce a competitive recurrent network.

The decision process works as follows.
On presentation of a decision problem, the
driver is turned on and applies constant in-
put activation into the attribute nodes, and
each attribute node then activates each al-
ternative node (differentially depending on
value). Then each alternative node pro-
vides positive feedback to each attribute
node and negative feedback to the other al-
ternative nodes. Activation in the network
evolves over time according to a nonlinear
dynamic system, which keeps the activa-
tions bounded between zero and one. The
decision process stops as soon as the changes
in activations fall below some threshold. At
that point, the probability of choosing an
option is determined by a ratio of activation
strengths.

The ECHO model has been shown to ac-
count for the similarity and attraction ef-
fect, but it cannot account for the com-
promise effect. It has not been applied to
risky choices, so it remains unclear how it
would explain violations of independence

19:29



P1:JZP

CUFX212-c10 CUFX212-Sun 978 0521 85741 3

November 22, 2007

310 BUSEMEYER AND JOHNSON

or stochastic dominance. Finally, this theory
is restricted to choice behavior, and it has no
mechanisms for making predictions about
prices. One interesting prediction of the
ECHO model is that the weight of an at-
tribute changes during deliberation in the di-
rection of the currently favored alternative.
Evidence supporting this prediction was re-
ported by Simon, Krawczyk, and Holyoak
(2004).

3.2.3. LEAKY COMPETING

ACCUMULATOR MODEL

Usher and McClelland (2004) proposed a
connectionist network model of decision
making called the leaky competing accu-
mulator model. Preference is based on the
sequential evaluation of attributes, where
each evaluation compares the relative ad-
vantages and disadvantages of each prospect.
These comparisons are integrated over time
for each option by a recursive network. The
accumulation continues until a threshold is
crossed, and the first option to reach the
threshold is chosen.

This theory is closely related to decision
field theory (described later), with the fol-
lowing important exceptions. First, the acti-
vation for each option is restricted to remain
positive at all times, which requires the tem-
poral integration to be nonlinear. Second,
the leaky competing accumulator model
adopts Tversky and Kahneman’s (1991) loss
aversion hypothesis so that disadvantages
have a larger impact than advantages.

Usher and McClelland (2004) have
shown that the leaky competing accumu-
lator can explain the similarity, attraction,
and compromise effects using a common set
of parameters. However, this model has not
been applied to risky choices or to prefer-
ence reversals.

3.3. Models Cast in Cognitive
Architectures

Some researchers have taken advantage of
the extensive work that has been done in
developing comprehensive cognitive archi-
tectures that can then be specified for al-

most any conceivable individual task (see
Chapter 6 on cognitive architectures in this
volume). In particular, researchers have re-
cently formulated models within two pop-
ular cognitive architectures for choice tasks
that are the focus of the current chapter.

3.3.1. SUBSYMBOLIC AND SYMBOLIC
COMPUTATION IN ACT-R

Although one of the most popular cognitive
architectures, ACT-R, incorporates a simple
expected utility mechanism by default other
researchers have realized the drawbacks
with the expected utility approach and de-
veloped alternative models within ACT-R.
Specifically, Belavkin (2006) has developed
two models that can correctly predict the
Allais paradox (it has not been applied to
the other paradoxes). In fact, these decision
models are not unique to the ACT-R im-
plementation proposed by Belavkin (2006);
each model is actually a probabilistic exten-
sion of earlier simple heuristic rules guiding
choice.

The first model essentially reduces to a
simple rule of maximizing the probability
of the largest outcome possible. Due to
the negative correlation that typically ex-
ists between outcome and probability (e.g.,
to maintain constant expected value across
gambles), this first rule results in the likeli-
hood of choosing the option with the larger
outcome to be equal to the probability of
this outcome. The second model is formu-
lated at the symbolic rule level in ACT-R
and defines preference relations on each
component of the stimuli (i.e., first out-
come, probability of first outcome, second
outcome, and probability of second out-
come). A simple tally rule is assumed, and
the proportion of total relations (including
indifference) that favor each option pro-
duces the probability of choosing the option.
Although each of these simple rule mod-
els can predict choices that produce the Al-
lais paradox, they cannot predict a number
of more basic results. For example, in both
models, changing the value of an outcome
does not affect choice if the rank order is
preserved, contrary to empirical evidence.
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Figure 10.1. Illustration of preference evolution for three options (A, B,
and C), according to decision field theory. The threshold is shown as a
dashed line; the three options are shown as solid lines of different

darkness.

4. Computational Models of Decision
Making: A Detailed Example

It is impossible to describe all of the previ-
ously mentioned computational models in
detail, so this section will focus on one,
called decision field theory (DFT; Buse-
meyer & Townsend, 1993; Diederich, 1997;
Roe, Busemeyer, Townsend, 2001; Johnson
& Busemeyer, 2005a).3 This model has been
more broadly applied to decision-making
phenomena compared with the other com-
putational models at this point.

4. Sequential Sampling Deliberation
Process

DFT is a member of a general class of
sequential sampling models that are com-
monly used in a variety of fields in cognition
(Ashby, 2000; Laming, 1968; Link & Heath,
1975; Nosofsky & Palmeri, 1997; Ratcliff,

3 The name “decision field theory” reflects the influ-
ence of Kurt Lewin’s (1936) field theory of conflict.

1978; Smith, 1995; Usher & McClelland,
2001). The basic ideas underlying the deci-
sion process for sequential sampling models
are illustrated in Figure 10.1. Suppose the
decision maker is initially presented with a
choice between three risky prospects, A, B,
C, at time t = 0. The horizontal axis on the
figure represents deliberation time (in mil-
liseconds), and the vertical axis represents
preference strength. Each trajectory in the
figure represents the preference state for one
of the risky prospects at each moment in
time.

Intuitively, at each moment in time, the
decision maker thinks about various payoffs
of each prospect, which produces an affec-
tive reaction, or valence, to each prospect.
These valences are integrated across time to
produce the preference state at each mo-
ment. In this example, during the early
stages of processing (between 200 and
300 ms), attention is focused on advan-
tages favoring prospect B, but later (after
600 ms), attention is shifted toward advan-
tages favoring prospect A. The stopping rule
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Figure 10.2. Connectionist network representation of decision field

theory.

for this process is controlled by a threshold
(which is set equal to 1.0 in this example):
The first prospect to reach the top threshold
is accepted, which in this case is prospect
A after about 1 second. Choice probability
is determined by the first option to win the
race and cross the upper threshold, and de-
cision time is equal to the deliberation time
required by one of the prospects to reach
this threshold.

The threshold is an important parameter
for controlling speed-accuracy trade-offs. If
the threshold is set to a lower value (about
.50) in Figure 10.1, then prospect B would
be chosen instead of prospect A (and done
so earlier). Thus, decisions can reverse under
time pressure (see Diederich, 2003). High
thresholds require a strong preference state
to be reached, which allows more informa-
tion about the prospects to be sampled, pro-
longing the deliberation process and increas-
ing accuracy. Low thresholds allow a weak
preference state to determine the decision,
which cuts off sampling information about
the prospects, shortening the deliberation
process and decreasing accuracy. There are
many examples of task and individual vari-
ables that could determine the threshold for
an individual application. As an example of
the former, under high time pressure, de-
cision makers must choose a low thresh-
old; but under low time pressure, a higher
threshold can be used to increase accuracy.
Concerning personal variables, very careful

and deliberative decision makers tend to use
a high threshold, and impulsive or careless
decision makers can be described as using a

low threshold.

4-2. Connectionist Network
Interpretation

Figure 10.2 provides a connectionist inter-
pretation of DFT for the example shown in
Figure 10.1. Assume once again that the de-
cision maker has a choice among three risky
prospects, and also suppose for simplicity
that there are only four possible final out-
comes. Thus, each prospect is defined by
a probability distribution across these same
four payoffs. The subjective, affective values
produced by each payoff are represented by
the inputs, m;, shown on the far left side
of this network. At any moment in time,
the decision maker anticipates the payoff of
each prospect, which produces a momen-
tary evaluation, U (t), for prospect i, shown
as the first layer of nodes in Figure 10.2.
This momentary evaluation is an attention-
weighted average of the affective evaluation
of each payoff: Uj(r) = Y Wj;(t) - mj. The
attention weight at time ¢, Wj;(z), for pay-
off j offered by prospect i, is assumed to
fluctuate according to a stationary stochastic
process. This reflects the idea that attention
is shifting from moment to moment, caus-
ing changes in the anticipated payoff of each
prospect across time.
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The momentary evaluation of each
prospect is compared with other prospects
to form a valence for each prospect at each
moment, v;(t) = U;(¢) — U(r), where U (z)
equals the average momentary evaluation
across all the prospects. The valence v;(t)
represents the relative advantage or disad-
vantage of prospect i at time ¢, and this is
shown as the second layer of nodes in Fig-
ure 10.2. The total valence balances out to
zero so that all the options cannot become
attractive simultaneously.

Finally, the valences are the inputs to a
dynamic system that integrates the valences
over time to generate the output prefer-
ence states. The output preference state for
prospect i at time t is symbolized as P;(t),
which is represented by the last layer of
nodes in Figure 10.2 (and plotted as the
trajectories in Figure 10.1). The dynamic
system is described by the following linear
stochastic difference equation for a small
time step h in the deliberation process:

Pit+h) =3 sij- Pi(0) +ui(t+h)
(10.1)

The positive self-feedback coefficient,
sii = s > 0, controls the memory for past in-
put valences for a preference state. Values of
sii < 1 suggest decay in the memory or im-
pact of previous valences over time, whereas
values of s; > 1 suggest growth in impact
over time (primacy effects). The negative
lateral feedback coefficients, s;; = sj; <O for
i # j, produce competition among actions
so that the strong inhibit the weak. In other
words, as preference for one prospect grows
stronger, then this moderates the preference
for other prospects. The magnitudes of the
lateral inhibitory coefficients are assumed to
be an increasing function of the similarity
between choice options. These lateral in-
hibitory coefficients are important for ex-
plaining context effects on preference.

Formally, this decision process is a
Markov process, and matrix formulas have
been mathematically derived for computing
the choice probabilities and distribution of
choice response times (for details, see Buse-

meyer & Diederich, 2002; Busemeyer &
Townsend, 1992; Diederich & Busemeyer,
2003). Alternatively, Monte Carlo com-
puter simulation can be used to generate
predictions from the model.

4.3. Attention Switching Mechanism

What is the psychological source of deci-
sion weights? According to DFT, an atten-
tion process is used to generate the pre-
dicted payoff for each prospect at each time
step of the sequential sampling process. In
this context, the decision weight for a pay-
off equals the average amount of time an
individual spends paying attention to that
payoff. Consequently, the decision weights
are derived from a micro-process model of
attention (Johnson & Busemeyer, 2006).
Consider a prospect with payoffs x; <
X2,...,< x, and associated probabilities
(p1, -, Pn)- The attention process starts at
the lowest payoff and works its way up the
ranks. Given that the attention process is fo-
cused on a particular payoff x; for 1 < j <
n, it can make four transitions: predict x;
with probability p;; do not predict this right
away, but remain focused on it with prob-
ability 8- (1 — p;); or switch the focus up
to the next highest payoff or down to the
next lowest payoff with equal probability,
(I =8)-(1—p;)/2. If attention is focused
on the lowest (highest) payoff, then fo-
cus may only switch to the next lowest
(highest) payoff; that is, the probability of
switching focusis (1 — B) - (1 — p;), for j =
{1, n}. This attention mechanism is then
used to mathematically derive (again us-
ing Markov chain theory) the mean at-
tention weights, w;; = E[W};(¢)], for DFT
(see Johnson & Busemeyer, 2006). In this
way, all of the decision weight parame-
ters are derived on the basis of a single
attention parameter, 0 < 8 < 1, that rep-
resents the tendency to dwell on any given
outcome once focused on the outcome.

4-4. Response Mechanism

How can a choice process be used to de-
termine prices, yet still produce preference
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reversals? According to DFT, a sequential
comparison process is used to search and
find a price that makes the decision maker
indifferent when faced with a choice be-
tween a prospect and a price (Johnson &
Busemeyer, 2005a).

Consider, for example, the task of finding
a price for the D bet given earlier, “win $16
with probability 11/36.” For simplicity, as-
sume the feasible set of candidate prices in-
cludes the dollar values $0, $1, $2, ..., $16.
For a simple price equivalent, the most effi-
cient place to start searching is in the middle
of this set ($8); when buying, it is advan-
tageous to start bargaining with the lowest
possible bid ($0); and it is advantageous for
sellers to start by asking for the highest price
($16). The sequential comparison then in-
serts this starting value into a binary choice
process (the D prospect is compared with
the candidate dollar value). This compari-
son process can result in one of three out-
puts: (a) if the process results in (implicit)
choice favoring the prospect D over the can-
didate value, then the price is too low, and
it is incremented by a dollar; (b) if the pro-
cess results in preference for the candidate
value over the prospect D, then the price is
too high, and the price is reduced by a dol-
lar; however, (c) each time that the com-
parison process transits through the zero
(indifference) preference state, then there
is some probability, r, that the comparison
process will stop and exit, and report finding
a price equivalent. This sequential compar-
ison process is then used to mathematically
derive (again using Markov chain theory)
the entire distribution of prices for gambles
(see Johnson & Busemeyer, 2005a).

4.5. Model Parameters

It is now possible to identify and compare
the parameters of DFT model with those
of RDU theories, such as CPT. First, DFT
has a set of affective values, m;, that cor-
respond to the utilities of outcomes, u(x;),
used in RDU theories. Second, DFT has
a set of mean attention weights, w;;, that
correspond to the decision weights, w;(x;),
of RDU theories. However, the weights for
DFT are generated from an attention mech-

anism, which requires only one parameter,
B. To account for prices, DFT requires only
one additional parameter, the exit rate pa-
rameter 7, whereas RDU theories require a
new set of weights for choices and prices to
account for preference reversals.

In addition, DFT includes three types
of parameters to describe properties of hu-
man decision making that RDU models
(including CPT) cannot. First, DFT uses
a threshold-bound parameter to account
for speed-accuracy trade-offs (RDU theories
fail to do this because they are static). Sec-
ond, DFT includes a variance term to ac-
count for the probabilistic nature of choice
(RDU theories are deterministic, and proba-
bilistic extensions require additional param-
eters). A parameter for the self-feedback co-
efficient, s;; = s, is needed to account for
primacy/recency effects on the growth of
preferences over time, and parameters for
the lateral inhibition coefficients, s;; =s;;
for i # j, are needed to explain context-
dependent preferences.

5. Accounting for Paradoxes
in Decision Making

As indicated by the selective survey of re-
sults in Section 2.2, human decision-making
behavior is complex, even under extremely
simple decision situations. Can the compu-
tational models account for this daunting
collection of empirical results? In this sec-
tion, we will show how DFT is able to ac-
count for all of the findings introduced in
Section 2.2. Although this is the only the-
ory that has been shown to account for this
entire collection of results, we also mention
where appropriate the success or failure of
other computational approaches in account-
ing for some of these findings.

5.1. Accounting for Violations of
Independence and Stochastic Dominance

Recall that RDU theories (including CPT)
are unable to account for violations
of stochastic dominance. The attention-
switching mechanism of DFT is responsi-
ble for its ability to predict violations of
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Table 10.1: Predictions derived from micro-process model of

attention to payoffs

Prospect Probabilities Weights Mean value
Allais problem

A 0,1,0 0,1,0 1.00
B .01, .89, .10 .03, .96, .01 .986
A 89,.11,0 99,.01,0 011
B’ 90,0, .10 99,0, 01 045
Stochastic dominance problem

F 10, .05, 85 40, .16, .44 62.65
G .05, .05, .90 .24, .20, .56 60.64
P 05,05 .05 85 27,28 12,33 4985
G 05,05 05 8 27,28 .12 33 5138

independence and stochastic dominance
(see Johnson & Busemeyer, 2006). Ta-
ble 10.1 presents the predictions for both
the Allais and the stochastic dominance
choice problems from Section 2.2, when
the “dwell parameter” was set to B =.70.
The columns show the prospect, the prob-
abilities, the weights, and the mean values
(assuming E[U;(t)] = w; = Y w;ij - m; with
m; = x;). As can be seen in this table, both
paradoxes are explained using the same at-
tention mechanism and the same parame-
ter value. Intuitively, the tendency to be-
gin by considering low outcomes, coupled
with a moderate dwelling probability, re-
sults in “overweighting” of the small proba-
bilities associated with the lowest outcomes
of the prospects. Note that the B parameter
and/or m; values could be fit to amplify or
moderate the effects shown in Table 10.1
However, we avoid this in order to illus-
trate that a simple and consistent applica-
tion can produce the paradox. Furthermore,
Johnson and Busemeyer (2006) show how
the attention process accounts for several
other findings that are not reviewed here,
using the same assumptions and parameter
value.

5.2. Accounting for Preference Reversals

As noted earlier, strategy switching between
tasks can explain reversals between choices
and prices, but they fail to explain reversals

between buying and selling prices. To illus-
trate the predictions of the DFT model for
reversals between choice and pricing, con-
sider prospects P and D introduced in Sec-
tion 2.2.3, for which robust preference re-
versals have been observed. The first result
that must be predicted is the risk-averse ten-
dency found with choices (a higher propor-
tion of P choices). To obtain this, Johnson
and Busemeyer (2005a) assumed the af-
fective values of the payoffs to be a con-
cave function of the payoffs (specifically,
mj = x?]). This produces a higher predicted
choice probability (0.68) for prospect P
compared with prospect D. To generate
price equivalents, the exit rate parameter
for indifference was set equal to r = .02.
This generates both a higher predicted mean
price for prospect D ($4.82) compared with
prospect P ($3.42), as well as a larger pre-
dicted variance in the prices for prospect D
($4.13) compared with prospect P ($.31).
Next, consider the application to pros-
pects F and G described in Section 2.2.3.
Using exactly the same parameter values
and assumptions as those applied to P and
D produces the following results: the mean
buying price for prospect F ($52) exceeds
that for prospect G ($38), but the mean sell-
ing price for prospect G ($64) is higher than
that for prospect F ($56). More generally,
this sequential comparison process is able
to reproduce the observed preference or-
ders for five different measures of preference
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Table 10.2: Choice probabilities predicted by decision field theory for similarity,

attraction, and compromise effects

Similarity Attraction Compromise
Options Probability Options Probability Options Probability
A: (1.0,3.0) 39 A:(1.0,3.0) .59 A:(1.0,3.0) 31
B: (3.0, 1.0) 31 B: (3.0, 1.0) 40 B: (3.0, 1.0) .25
S: (299,1.01) .30 D:(1.0,2.5) .01 C:(20,20) .44

Note: Simulation results based on 10,000 replications.

(see Johnson & Busemeyer, 2005a): choices,
price equivalents, minimum selling prices,
maximum buying prices, and probability
equivalents.

5.3. Accounting for Context Dependent
Preferences

Can a single theory account for similarity,
attraction, and compromise effects, using
a common set of assumptions and a single
set of parameter values? Recall that sim-
ple scalable utility models fail to explain
the similarity effect, the EBA model fails
to account for the attraction effect, and the
LEX model fails to account for the com-
promise effect. Roe et al. (2001) initially
demonstrated that DFT provides a robust
and comprehensive account for all three ef-
fects. For multi-attribute choice tasks, at-
tention is assumed to drift back and forth
between attributes across time (Diederich,
1997). For example, when choosing among
consumer products, attention shifts between
thinking about quality and price. Although
mathematical formulas have been derived
for calculating the model predictions for this
process (see Diederich, 1997; Roe et al.,
2001), it is simpler (albeit slower) to gener-
ate predictions from computer simulations,
especially when the number of alternatives
is large.*

Predictions from DFT for an example of
all three context effects are presented in
Table 10.2. The values of the alternatives on

4 The predictions in Table 10.2 were generated from
a simulation program available at http://mypage.
iu.edu/~jbusemey/lab/sim_mdf.m.

each attribute are shown in the table (these
determine the inputs, m;; , for the network).
For all three effects, the same set of param-
eters were used: the mean attention weight
for the two attributes was set equal to .51
and .49 (reflecting slightly greater weight on
the first dimension); the threshold bound
was set equal to 12; the variance parameter
for the valence was set equal to 1; the self-
feedback coefficient was set equal to .93;
the lateral inhibitory coefficient connection
between the two most extremely different
options, A and B, was set to zero; and the
lateral inhibitory coefficient between similar
option pairs was set to —.07.

Option B tends to be chosen more fre-
quently in a binary choice (.55 for B for
all three conditions), because of the larger
weight given to the first attribute. However,
as Shown in Table 10.2, this preference is re-
versed by the introduction of a third option
in the triadic choice sets. As shown in Ta-
ble 10.2, the model successfully reproduces
all three effects: for the similarity effect, the
addition of a new similar competitive op-
tion hurt option B; for the attraction effect,
the addition of a new similar dominated op-
tion helped option A; and for the compro-
mise effect, the addition of the extreme op-
tion made the compromise option C most
popular.

According to DFT, the attention switch-
ing mechanism is crucial for producing the
similarity effect, but the lateral inhibitory
connections are critical for explaining the
compromise and attraction effects. If the
attention switching process is eliminated,
then the similarity effect disappears, and if
the lateral connections are all set to zero,
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then the attraction and compromise effects
disappear. This property of the theory en-
tails an interesting prediction about the ef-
fects of time pressure on preferences. The
contrast effects produced by lateral inhibi-
tion require time to build up, which im-
plies that the attraction and compromise ef-
fects should become larger under prolonged
deliberation (see Roe et al., 2001). Alter-
natively, if context effects are produced by
switching from a weighted average rule un-
der binary choice to a quick heuristic strat-
egy for the triadic choice, then these effects
should get larger under time pressure. Em-
pirical tests show that prolonging the de-
cision process indeed increases the effects
(Simonson, 1989) and time pressure de-
creases the effects (Dhar, Nowlis, & Sher-
man, 2000).

6. Discussion

This chapter began with a challenge to
computational models: What can they con-
tribute that goes beyond the explanatory
power of the more popular approaches to
decision making based on algebraic utility
or heuristic rules? Following, a synopsis is
provided that is based on the detailed discus-
sions presented in the earlier sections. The
issue of complexity of computational mod-
els, is also addressed followed by a discussion
some connections to work on computational
models in other domains of judgment.

6.1. Comparison Among Models

Modern rank dependent utility theories,
such as cumulative prospect theory, are able
to explain some old paradoxes of risky deci-
sion making, such as the Allais paradox. But
they fail to explain new paradoxes of risky
decision making, such as stochastic dom-
inance violations. Furthermore, they can-
not explain preference reversals between
choice, and prices without postulating en-
tirely new utility functions for each measure.
Finally, they are unable to account for con-
text effects on choice including similarity,
attraction, and compromise effects.

Simple heuristic rule-based models allow
for changes in strategy from compensatory
rules (e.g., WADD or EU) to noncompen-
satory rules (e.g., EBA and LEX). These
switches occur under time pressure or with
increases in choice set size and may depend
on the response measure. Simple heuristic
rules can explain the Allais paradox with
risky decisions, but not violations of stochas-
tic dominance. Strategy switching between
response measures can account for prefer-
ence reversals between choice and prices,
but not between buying and selling prices.
Finally, simple heuristic rules can account
for similarity effects on choice, but they are
unable to account for attraction and com-
promise effects. In short, despite the in-
creased flexibility provided by allowing mix-
tures of strategies, these models have not yet
proven capable of providing a coherent ex-
planation for many of the well-established
findings.

Several computational models were pre-
sented, but two in particular stand out as
most promising for meeting the challenge
of this chapter. Both DFT and the leaky ac-
cumulator model provide coherent explana-
tions for similarity, attraction, and compro-
mise effects on choice. Furthermore, both
of these models can predict how time pres-
sure moderates these effects. In fact, the two
models are based on very similar principles
for making a choice, that is, a race between
accumulators of preference to a threshold.
The models differ in terms of their details
concerning lateral inhibition and nonlinear
accumulation. However, DFT has been ap-
plied more broadly than the leaky accumu-
lator; the former also accounts for prefer-
ence reversal among different measures of
preference (choice vs. prices and buying
prices vs. selling prices) as well as the para-
doxes of risky decision making (Allais and
stochastic dominance paradoxes). In conclu-
sion, these two “accumulation to threshold”
models provide explanatory power that goes
beyond the algebraic utility models and the
simple heuristic models.

Critics of computational models may
claim that the power of these models comes
at a cost of increased complexity. However,
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it is important to note that computational
models may have the same number of (or
even fewer) free parameters than the al-
gebraic utility models applied to the same
domain (see Section 3.4; cf. Johnson &
Busemeyer, 2005a). By focusing on un-
derlying cognitive processes, computational
models can provide parsimonious explana-
tions for broad collections of puzzling be-
havioral phenomena. In addition, computa-
tional models make precise predictions not
possible with other approaches. Unlike typ-
ical utility models, computational models
are dynamic and thus offer deliberation time
predictions. Many of these models — includ-
ing DFT, the focus of the current chapter —
also account for variability in human behav-
ior, in contrast to deterministic approaches,
such as RDU theory and simple heuristic
models.

6.2. Connections to Computational
Modeling in Judgment

There are now a variety of computational
models relevant to judgment and deci-
sion making research. Connectionist models
of social reasoning are reviewed in Chap-
ter 18 in this volume, and Stasser (2000)
has considered computational models for in-
formation sharing in group decision making.
Instance-based memory models of Bayesian
inference (Dougherty, Gettys, & Ogden,
1999) and decision making (Stewart,
Chater, & Brown, 2006) have been devel-
oped. Stochastic models of confidence judg-
ments have been proposed (Brenner, Grif-
fin, & Koehler, 2005; Erev, Wallsten &
Budescu, 1994; Wallsten & Barton, 1982;
Wallsten & Gonzalez-Vallejo, 1994). Sev-
eral computational models of strategy learn-
ing have appeared (Busemeyer & Myung,
1992; Johnson & Busemeyer, 2005b;
Rieskamp & Otto, 2006). This chapter is
directed at decision making rather than rea-
soning or inference (but see Chapter 11 in
this volume); it is focused on performance
rather than memory or learning models; and
it concerns individual as opposed to group
decision processes.

7. Conclusion

This chapter discussed how a particular
computational model could account for a
wide variety of empirical trends that have
resisted a coherent explanation by models
cast in the dominant framework. This ac-
complishment was made possible by consid-
ering an alternative level of analysis, rather
than attempting to further modify the util-
ity framework. In addition, computational
models have distinct advantages — both theo-
retical and practical — over contemporary ap-
proaches toward the study of decision mak-
ing. Hopefully, more and more researchers
will appreciate these advantages and con-
tribute to an expanding and interesting lit-
erature involving computational models.
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